
  

[Vondrick, IJCV’16] [Chen, ECML'18]
Figure 4 in Chen, S.-T. et al, "SharpeShifter: Robust Physical Adversarial Attachk on Faster R-CNN Object Detector." EEuropean Conference, ECML PKDD 2018, 
Dublin, Ireland, September 10–14, 2018, Proceedings, Part I. © ECML-PKDD2018. All rights reserved. This content is excluded from our Creative Commons 
license. For more information, see https://ocw.mit.edu/help/faq-fair-use/ 

Figure 1 in Vondrick, C., Khosla, A., Pirsiavash, H. et al. Visualizing Object Detection Features. Int J Comput Vis 119, 145–158 
(2016). © Springer Nature. All rights reserved. This content is excluded from our Creative Commons license. For more information, 
see https://ocw.mit.edu/help/faq-fair-use/
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Next Week: SLAM 

Visual odometry SLAM 

SLAM requires: 
• place recognition => loop closure detection
and / or
• Object detection => landmark detection

2



Today 

• Place recognition - Bag of Words

• Object detection / 
recognition

+ a few more
recent papers 

S. Lowry et al., "Visual Place Recognition: A Survey," in IEEE Transactions on 
Robotics, vol. 32, no. 1, pp. 1-19, Feb. 2016, doi: 10.1109/TRO.2015.2496823. © 
IEEE. All rights reserved. This content is excluded from our Creative Commons 
license. For more information, see https://ocw.mit.edu/help/faq-fair-use/

3

https://ocw.mit.edu/help/faq-fair-use/


Guess the Speaker - Speech #1 

© source unknown. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/
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Guess the Speaker - Speech #1 

Source: NASA/public domain. 
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Guess the Speaker - Speech #2 
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Bag of Words (Natural Language Processing) 

8



Bag of Visual Words 
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Build the Vocabulary 

10



Extract Keypoints and Descriptors 

© Fei-Fei Li. All rights reserved. This content is excluded from our Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/c
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Descriptor Space 

© Fei-Fei Li. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/
12
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Cluster the the Descriptors to Build the Vocabulary 

© Fei-Fei Li. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/ 13
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Representation 

© Fei-Fei Li. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/ 15
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Representation 

© Fei-Fei Li. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/ 16
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Search in DB for a Query Image via Inverted File Index 

17



© source unknown. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/ 
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TF-IDF Weights 

19



Need Large Vocabularies: Vocabulary Tree 

Figures 2 and 3 in D. Nister and H. Stewenius, "Scalable Recognition with a Vocabulary Tree," 2006 IEEE Computer Society Conference on Computer Vision and Pattern Recognition 
(CVPR'06), New York, NY, USA, 2006, pp. 2161-2168, doi: 10.1109/CVPR.2006.264. © IEEE. All rights reserved. This content is excluded from our Creative Commons license. For more 
information, see https://ocw.mit.edu/help/faq-fair-use/
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BoW-based Loop-Closure Detection in Action 

D. Galvez-López and J. D. Tardos, "Bags of Binary Words for Fast Place Recognition in Image Sequences," in IEEE Transactions on Robotics, vol. 28, no. 5, pp. 1188-1197, Oct. 2012, doi: 10.1109/TRO.2012.2197158. © IEEE. All rights 
reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/
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BoW-based Loop-Closure Detection in Action 

D. Galvez-López and J. D. Tardos, "Bags of Binary Words for Fast Place Recognition in Image Sequences," in IEEE Transactions on Robotics, vol. 28, no. 5, pp. 1188-1197, Oct. 2012, doi: 10.1109/TRO.2012.2197158. © IEEE. All rights reserved. This content is 
excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/

22

https://ocw.mit.edu/help/faq-fair-use/


Today 

• Place recognition

• Object detection / 
recognition

J. Redmon, S. Divvala, R. Girshick and A. Farhadi, "You Only Look Once: 
Unified, Real-Time Object Detection," 2016 IEEE Conference on Computer 
Vision and Pattern Recognition (CVPR), Las Vegas, NV, 2016, pp. 779-788, 
doi: 10.1109/CVPR.2016.91. © IEEE. All rights reserved. This content is 
excluded from our Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Traditional Object Detectors 

- template matching
(sliding window) template 

© source unknown. All rights reserved. This content is excluded from our Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/

- feature-based

(scalability?) 24
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Traditional Object Detectors 

- Object proposal + object classification

Figure 1 in J. Redmon, S. Divvala, R. Girshick and A. Farhadi, "You Only Look Once: Unified, Real-Time Object Detection," 2016 IEEE Conference on Computer Vision 
and Pattern Recognition (CVPR), Las Vegas, NV, 2016, pp. 779-788, doi: 10.1109/CVPR.2016.91. © IEEE. All rights reserved. This content is excluded from our Creative 
Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/(robustness? speed?) L. Zitnick and P. Dollar, Edge Boxes: Locating Object Proposals from Edges, ECCV'14

25
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Learning-based Object Detection: YOLO 

J. Redmon, S. Divvala, R. Girshick and A. Farhadi, "You Only Look Once: 
Unified, Real-Time Object Detection," 2016 IEEE Conference on Computer 
Vision and Pattern Recognition (CVPR), Las Vegas, NV, 2016, pp. 779-788, 
doi: 10.1109/CVPR.2016.91. © IEEE. All rights reserved. This content is 
excluded from our Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/``

- YOLO processes images 45 frames per second.
- A smaller version of the network, Fast YOLO, processes an 155fps

Redmond et al, “You Only Look Once: Unified, Real-Time Object Detection”, CVPR’16. 26
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Learning-based Object Detection: YOLO 

Figures 2 and 3 in J. Redmon, S. Divvala, R. Girshick and A. Farhadi, "You Only Look Once: Unified, Real-Time Object Detection," 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, 2016, pp. 
779-788, doi: 10.1109/CVPR.2016.91. © IEEE. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/

Image is split in S x S grid.  

Yolo is trained to predict: 
• B bounding boxes in each

grid cell (x, y, h, w,
confidence)

• A class label for each cell27
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Learning-based Object Detection: YOLO 

mAP: mean Average Precision 

Limitations of YOLO: 
- small objects: “each grid cell only
predicts B boxes and can only have one
class. This spatial constraint limits the
number of nearby objects that our model
can predict. Our model struggles with
small objects that appear in groups, such
as flocks of birds."
- generalization: fails to detect objects in

new or unusual aspect ratios or
configurations.

Table 1 in J. Redmon, S. Divvala, R. Girshick and A. Farhadi, "You Only Look Once: Unified, Real-Time Object Detection," 2016 IEEE Conference on 
Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, 2016, pp. 779-788, doi: 10.1109/CVPR.2016.91. © IEEE. All rights reserved. This 
content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/
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YOLO 
• DPM: feature computation and classification

• work poorly on nontextured objects
• general object detectors:

• 2-stages: based on BGG, ResNet to detect features and then add detector on top
• Faster R-CNN
• R-FCN

• single-stage
• YOLO
• YOLO9000
• SSD

• instance recognition
• hand-crafted features
• template matching
• pre-trained deep learning

• Instance detection
• tracking:

• Siamese network to measure the similarity in tracking

• when do not have enough data:
• allucinate new data

Redmond et al, “You Only Look Once: Unified, Real-Time Object Detection”, CVPR’16. 

https://www.youtube.com/watch?v=uG2UOasIx2I 29
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Next Week 

Visual odometry SLAM 

SLAM requires: 
• place recognition => loop closure detection 
and / or
• Object detection => landmark detection 

30



VLAD: Vector of Locally Aggregated Descriptors 

H. Jégou, M. Douze, C. Schmid and P. Pérez, "Aggregating local descriptors into a compact image 
representation," 2010 IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition, San Francisco, CA, 2010, pp. 3304-3311, doi: 10.1109/CVPR.2010.5540039.© 
[include copyright holder]. All rights reserved. This content is excluded from our Creative Commons 
license. For more information, see https://ocw.mit.edu/help/faq-fair-use/ 
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