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Energy Discounting 

BRUCE HANNON 

ABSTRACT 

The procedure described allows comparison of various energy transformation processes. including those 

using fossil fuels, solar energy, and conservation. The procedure allows a determination of the relative feasibility 

and desirability of each process for producing a surplus of energy beyond the output that could be obtained directly 
from the process energy (i.e., the energy needed for self-reproduction). The analysis includes all energy directly or 

indirectly committed to the process, throughout the entire economy. 

To quantify the feasibility of energy transformation, an input-output ratio was calculated for 44 processes. The 
calculations exclude fuels transformed directly into energy output. Adjustments were made for difference\ in 

quality. end use, and time of use. A low ratio means that the process should receive further research and 

development funding or else should be dropped from consideration. The input-output ratio of a feasible transforma- 

tion process may decline with time because of a resource scarcity, indicating a falling desirability. Highly desirable 

processes. ones with ratios that show the least signs of declining, should also be compared for future use on the 

basis of their relative effects on labor needs. capital requirements. the demand for critical material. and their 

environmental impact. Policy conclusions are hampered by an unevenness in the quality of the available data. 

Nevertheless, a useful and comprehensive method of energy analysis is demonstrated. 

Introduction 
In the modern economy, we seem to employ technological strategies to capture, 

concentrate, and release energy in order to accomplish certain predetermined objectives. 
Here, these strategies are called processes of energy transformation. Through them, a flow 
or stock of energy is converted into a form viewed as more useful to the system of which 
the transformation process is a part. To carry out the transformation of an energy input into 
a more desirable output (e.g., coal into space heat, mechanical motion, electricity, process 
heat, and so on), energy flows are required with which to construct facilities and to operate 
and maintain the transformation processes. These flows are called processing energies. 

In theory, it is possible to trace down and add up all the processing energies required 
from the entire economy needed for the creation and operation of a particular transforma- 
tion process.’ It is also possible theoretically to construct the most efficient alternative 

IAn industrial society also relies on an endowment of available energy when it extracts nonenergy minerals 

from their naturally occurring concentrations. For the U.S. economy in 1967, this quantity was less than I .S% of 

the fossil fuel consumption [26]. Consequently, such energy forms are not included here. Two assumptions were 
also made: I) the caloric value of the fossil fuels is equal to total availability; 2) nuclear-produced electricity and 
hydroelectricity can be counted as though produced by plants using fossil fuels. For a contrary view. see the 

elegant paper by N. Georgescue-Roegen. “Energy Analysis and Economic Valuation,” Souther,t Econornk 

Journal 45(4): 1023-1058 (April 1979). 
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within existing technology to convert these processing energies into the desired output. To 
the extent that the transformation process under examination can produce more of the 
desired output than that available by using the processing energies in the least-energy-cost 
alternate technology, a surplus of the desired output would come into being. Society 
values any energy-transformation process in proportion to the amount of this physical 
surplus it can produce beyond that needed for self-replication. Moreover, the value of the 
transforming process to society also depends on whether the ratio of the desired output 
to the value of the most efficient conversion process is rising, steady. or falling over the 
long run. 

Does the transformation process produce a surplus of the desired output? And is this 
surplus rising or falling with time per unit of input? These questions are the focus of this 
paper. The first question establishes the feasibility of using a given transformation process; 
the second question, the desirability of its use. Together they form a set of necessary 

conditions for the development of a given energy-transformation process. 
This view was common among French physiocrats. such as Cantillon and Turgot, in 

the middle of the eighteenth century. Single-factor theories of value may not explain 
rational economic behavior. However, when scarcity problems arise on general inputs that 
are critical, single-factor analysis may provide useful insights. In a sense, the physically 
based view of value and scarcity followed here is akin to the views of Ricardo and 
Malthus. who forecast a diminishing return from land with increasing inputs of capital. 
labor, and technology. 

The measure proposed in this paper is similar to the empirical economic measure 
used by Bamett and Morse [l], except that they employ cost per unit of extracted re- 
source.’ The proposal given here is reminiscent of the surprisingly accurate physical- 
scarcity measure of Hubbert [2.5] and of the more recent theoretical measures proposed 
by Fisher [IO]? 

In fact, most modern economists try to determine scarcity according to variations in 
the total extraction or discovery cost for a unit of resource. The procedure is difficult. 
though. because it is hard to define the stage of resource development most appropriate. 
For example. Kakela [27] has shown that while lean pelletized taconite (iron) ore is more 
expensive than natural ore per unit of iron content, iron produced from the taconite is less 
expensive in the end. This overall improvement in resource efficiency stems from the fact 

that the taconite pellets allow a uniform and, consequently, rapid decomposition in the 
blast furnace. Therefore the best approach is to identify clearly the output of an energy- 
transformation process and to evaluate changes in the total processing inputs per unit of 
output. Accordingly, the input fuel being converted by the transformation process directly 
into the output is not included in the present analysis. This input fuel is seen as tlowing 
from the resource base into the economic system, and the processing energies are thought 
of as having already been committed to use. The processing energies are seen as originat- 
ing from within the economic system and as carrying with them the option of being used 
in alternate devices to produce the desired output. They represent an energy “surplus” 
formed in a previous period and ready for “investment” or present consumption. The 
question is where should this potential energy investment go in order to achieve a max- 

‘See also H. Bamett. “Adequacy of Scarcity Meaawzs. ” in Surr~~if~ curt1 Growrlr K~,~.o~r.\idc,,r~l. K. Smith 

(ed.), Baltimore: Johns Hopkins University Press, 1979. 
‘See also Hubbert’s seminal article in S&m? 109: 103( 1949). 
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imum return. Alternatively, the question is whether the proposed transformer could pro- 
vide enough energy to more than reproduce itself using the most energy-efficient existing 

technology. 
In this paper, a method is proposed and evaluated by which the feasibility and 

desirability of energy-transformation processes can be determined. The degree to which a 
resource is exploited by a particular transformation process is tempered by its total 
demand for labor (particularly if labor is scarce), capital and critical materials, and the 
environmental impact created by its use. 

To avoid dollar measures of transformation processes, a physical measure is em- 
ployed, in the spirit of Cantillon, Malthus, and Hubbert. The monetary value of energy 
may not always represent its true value to society because of subsidies [3], inaccurate 
pricing techniques and policies, and accounting confusion caused by inflation. For exam- 
ple, new supplies of energy seem to compete on the basis of the marginal dollar cost of 
energy, while energy-conservation measures tend to compete with the average cost, which 
generally is lower. This phenomenon occurs because utilities face a higher marginal cost 
for fuel than their customers. Therefore saving a unit of energy is a more stringent test of 
cost-effectiveness than producing a new unit. For system feasibility and desirability, the 
requisite criterion is one under which a process that saves a unit of energy becomes 
comparable to processes through which a unit is withdrawn from a stock or captured from 
a flow of sunlight or from geothermal flows. 

It may be interesting but not instructive to compare the energy and dollar costs of 
producing a unit of comparable energy. The United States has not yet experienced much 
scarcity of any significant natural resource. Therefore it would not be surprising to find 
that, on the basis of historical data, an energy cost ranking of alternative ways to produce a 
unit of energy is the same. Later on we shall see that, under certain circumstances, nothing 
can be implied about energetic feasibility from financial feasibility: a proposed energy 
technology may be economically but not energetically feasible. Again, the aim of this 
paper is to demonstrate an energetic feasibility and desirability criterion that can be 
applied to proposed energy projects and that gives reasonable results when applied to 
historic ones. 

Finally, since the dollar cost of energy is not yet a major factor affecting optimal 
production in cost-minimizing industries, optimal solutions for the minimal use of physi- 
cal energy are appropriate. For example, Pilati [36] has shown that within 1% of the 
minimum dollar-cost solution for the U.S. paper industry, the physical-energy cost could 
vary by a factor of 2.5 for the same production level. In the steel industry [16] we found 
that increased scrap recycling is energetically but not economically feasible. In the con- 
struction industry [20] we found an example of a major building where double glazing was 
energetically but not economically feasible. Therefore the criterion used here must mea- 
sure energy in physical units. 

This paper will probably be most useful to persons involved in economic planning. 
The process described may be the most appropriate one for an economy facing the scarcity 
of a factor that is critical in production. Attempts to estimate the future prices of an 
increasingly scarce resource proved to be impractical during the 1970s. The strategy 
proposed here may be the alternative. The main intent of the paper, however, is to provide 
a mechanism that augments the information gained from economic analysis. 

An ulterior motive for deriving the above concept is to aid in developing a description 
of the economy that could be used to describe ecosystem behavior. The long-term goal is 
to describe economic and ecological systems within a single framework. It is taken as 
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axiomatic that a common currency (e.g., energy) must be used, and that causality exists in 
both ecological and economic systems. 

Definitions and Assumptions 
An energy-transforming system is a process in which an input of a stock or flow of 

energy is changed into an output of greater utility to the society. “Utility” here has a 
physical definition: outputs of equal utility have the same thermodynamic availability and 
the same convenience level (e.g., a stored or flowing energy, a solid or a liquid fuel, with 
or without pollution control). The system receives inputs of a raw or semiprocessed form 
of an energy stock or flow that it will transform directly into an output of higher utility. 
The system also receives inputs of processing energies from either stocks or flows of 
energy. 

To be complete, this processing must include all the energy needed both directly and 
indirectly to construct, operate, and maintain the energy-transformation process. For 
example, the processing energy must include that needed to preprocess and deliver the 
fuel to the plant or facility in which the energy transformation takes place. The processing 
energy must include such quantities as the energy needed to mine the iron ore to provide 
the steel for the construction and maintenance of the transforming facility or complex. 

To obtain appropriate estimates for these energy inputs requires using the results of 
the energy input-output model developed at the University of Illinois [6] or the equivalent. 
The processing units of the UI model are called “primary energy”-meaning that all uses 
of, say, electricity have been transformed into all the energy that was removed from the 
ground to produce the electricity. 

The processing energies do not include, however, the energy going directly from the 
energy sectors of the economy to final consumption. These energy demands as the fuel for 
work-related travel, exports of coal. and the space heating of government office buildings 
are not included because of historic national accounting-base conventions. All such energy 
together with its processing energy amounted to 46% of total U.S. energy use in 1967 [6]. 

Costanza [8] recast the accounting procedure to include this significant amount of 
energy into the appropriate production processes throughout the economy. He also in- 
cluded an estimate of the solar energy consumed through agricultural processes. Such 
solar energy and labor- and government-related energy costs are not included in the 
calculations given here partially because most of the extant calculations were completed 
before Costanza’s work was published. 

Two sets of circumstances mitigate the effect of this omission for the purposes of this 
paper. First, some of the energy used for personal consumption (the energy cost of labor) 
and for government may be discretionary. The use of gasoline for pleasure driving and the 
heating of unused rooms are obvious examples. If such discretionary use does exist, then 
the energy cost of labor and of government are overestimated by Costanza. Second, it is 
shown later in the paper that even the inclusion (approximate) of the labor and energy costs 
in the feasibility calculation does not reduce the usefulness of the energy calculation. 

Baumol and Blackman [2] argue that each input to an energy-producing process has 
an “energy opportunity cost” defined as the energy needed to replace that input when it is 
withdrawn from elsewhere in the economy. They estimate that the actual energy oppor- 
tunity cost is small when compared with the theoretical value. Hannon [15] has argued that 
energy is needed to supply the added consumption arising from the spending of dollars 
saved as*a result of the more dollar cost-effective investment. Neither this effect nor the 
energy opportunity cost is incorporated in this paper. 



ENERGYDISCOUNTING 285 

The flows of replacement capital are incorporated into the analyses done by the 
Energy Research Group at the University of Illinois but this is not the case with all the 
examples in this paper. All examples calculated the energy cost of the directly used capital 
devices, but some neglect the energy cost of the indirect capital consumption. At this time 
it is extraordinarily difficult to measure the magnitude of error induced by this omission. 

The system might receive a direct input of its own output. This type of input is 
considered internal to processes of transformation and is reflected in a diminished net 
output. 

The system of energy transformation is shown schematically in Figure I. 

Methodology 

RETURNONNETENERGYINVESTMENT 

To describe the feasibility criterion, a term R is used to represent the return on net 
energy invested: the net output divided by the processing inputs. There are at least three 
apparently reasonable ways to calculate the ratio. When the ratio is formed for a series of 
comparable energy-transformation processes, each calculation scheme gives a different 
ranking of the ratios. Therefore justification must be given for the scheme selected. 

One of the alternate methods is similar to the familiar return-on-investment criterion 
used by many corporations to rank the potential of investment projects using profits. But 
the view taken in this paper is that of “society as corporation.” Therefore, the return 
should be based on the available surplus, or profit, that society has generated. Under this 
view, the output of the energy-transformation process must be divided by the required 
processing energies. 

The second alternate method involves consideration of the direct use that a transfor- 
mation process makes of its own output. This direct input (Figure 1) could be placed in the 
denominator of the return ratio (as a positive value), or in the numerator (as a negative 
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value). The latter location was chosen here because to group this direct input with the 
processing energies would be to consider it as a surplus over which society has a choice 
about use. But it is not such a surplus. This direct input is a function of the transformation 
process used. Thus this energy is deducted from the gross output of the process and the net 
output is divided by the processing energies to form a ratio called the “return on net energy 
investment.” 

For an appropriate ratio, compensations must be made in the numerator and de- 
nominator for differences in quality and types of end use and time of use. To correct the 
ratio for quality and utility differences, a symbol for total energy efficiency (Y was used. 
Alpha represents the most efficient existing means of converting primary energy into the 
exact form as needed as an output. To correct for differences in the time at which 
processing energies are committed for use. a standard continuous-discounting function 
e hr was employed. 

The discount rate A is the mechanism by which. 1 believe, society implicitly cx- 
presses its desire to convert a present surplus energy into an energy-transformation pro- 
cess so that a greater surplus of energy can be created in the future, rather than consuming 
the energy now for purposes such as home heating, leisure living, and certain types of 
food consumption. Whereas it is usually believed that people discount the total clollur 
value of goods and services, it is not inconceivable that they also discount energy. The 
apparent dollar discount rate might be viewed as a composite of the discount rates of the 
various physical inputs to produce each good or service. 

Economist J. R. Hicks [23] realized that physical interest rates exist but he calculated 

them based on money interest rates and present and future commodity dollar values. He 
concluded that because money was society’s standard of value, the money interest rate was 
a composite of these physical commodity interest rates. His conclusion implies that energy 
is being used as a standard of value in this paper. It is reasonable to expect that when 
energy is unambiguously and correctly priced in dollar terms, energy and financial analy- 
ses would yield identical results. 

Because of the time element, it is far easier to express the energy uses as a time rate 
or as power. Figure 2 depicts the highly simplified power diagram of a general energy- 
transformation process. 

Figure 2 displays a linearly declining output of a transformation process for constant 
construction, maintenance, and operating processing energies. The declining output rep- 
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Fig. 2 Simplified power curve of a general energy-transformation process in undiscounted units. 
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resents an increasingly dilute fuel source, or a declining energy efficiency for an output 
device. An example of the latter is the tendency of photovoltaic cells to become inoperable 
after a time [21]. The remainder of the power curve is simplified because available data on 
energy-transformation processes are not detailed enough in most cases to allow a more 
elaborate representation. 

In Figure 2, P,,, P,, are the initial and final net power outputs at times T, (the 
construction period) and TZ, respectively (AT = T, - T,, the lifetime); PC, P, represent 
the primary energy input rates for construction and maintenance and for operation, respec- 
tively; m is the slope of the net output rate: 

P - PO1 m= E-T,. 
The equation for R, the return on net energy investment, based on the diagram in 

Figure 2 is 

R= 
J r,“ 

CK 

R= 

(mAT + T + P,,,)emAAT - PC,, - y 
1 

P,(l - eATI) + P,(ecAAT - 1) 

(1) 

(2) 

The numerator of eq. 1 may be thought of as the present amount of primary energy 
saved by the future output of the proposed transformer. The denominator of eq. 1 is the 
present value of the primary energy needed to effect these savings. Consequently, cx must 
represent the total primary energy conversion efficiency (including the input fuel) of the 
present technology, which most efficiently (energetically) generates energy of the same 
quality as the proposed transformer. Note that the input fuels to the proposed technology 
are not counted, but input fuels are counted in the existing technology. This difference 
arises from the concept of energy in its natural state vs energy in society, poised for 
present consumption or investment. This distinction is also needed to determine whether 
the proposed transformer could provide enough output energy to reproduce itself using the 
most efficient, presently available technology. 

The normalization of the output power by the processing powers in eqs. 1 and 2 is 
similar to the power-gain calculation used by electrical engineers for amplifying circuits. 
The processing powers are similar to the control power used in such circuits. The engi- 
neers are interested in how the output changes with respect to changes in the control 
power. 

The discount rate is, of course, zero in amplifying circuits. A zero discount rate in 
eq. 1 produces the standard form of the net energy equation commonly used by energy 
analysts. Most calculations of energy feasibility [21, 351 compare the average annual net 
output with processing input plus the initial construction energy. The construction energy 
is divided by the expected lifetime of the system. In this scheme, the sequencing of the 
energy expenditures has no effect on the ratio of net output to net input. 

To show that economic and energetic benefit-cost analysis yield unique and indepen- 
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dent results, simplify eq. 2 by assuming very long operating lifetime and a constant output 
power level. The energy return R, is 

R,> = 
ci PO 

PC,,,,1 - 1) + P, 
(3) 

In a similar way the dollar return R, can be defined as 

(4) 

where RE is the average price of primary power in the economy, q is the real financial 
discount rate, and E(, E, are the direct and indirect energy used per unit of produced capital 
and maintenance-operation, respectively. 

The ratio of the returns can be formed: 

” = PEteAT’ - llpc + PE ‘/ . R 

RE e@I - l)P, + -$ Pr 

(5) 

Note that because A, 4 2 0, then eATi - 1, eqTi - 1 2 0. Note further that PEec, 

pE E, 5 0, because the direct and indirect dollar cost of energy is not the only dollar cost 
input to capital or maintenance-operation services. 

Then if A = y, R$/R, I I from eq. 5. This is the result achieved by Bullard [5]. Thus 
if a project is financially feasible, it would automatically be energetically feasible. But if 
A > y, nothing can be determined about energetic feasibility from financial feasibility, as 
can be seen from examination of eq. 5. Normally the real financial interest rate is about 2 
to 3%. In this paper, the energy discount rate is found to be much higher. The energetic 
analysis appears to yield unique results that are potentially different from the results of a 
financial analysis. 

FEASIBILITY OF ENERGY/TRANSFORMATION PROCESSES 

Energy analysis provides a more unusual situation than is generally found in eco- 
nomic analyses of benefit and cost. In economic accounting the discount rate is treated as 
known. Projects are ranked on the basis of highest to lowest R. In the case of energy 
discounting, one must determine first the appropriate A and then use eq. 2 to rank the 
resulting values of R. To determine the appropriate A, R in eq. 2 was set to equal to I. The 
equation was then applied to all existing energy-transforming processes and solved for A in 
each instance. The resulting values for A may be viewed as an “internal” energy discount 
rate for society. In this view it is conceivable that some exceptionally efficient processes 
would have very high rates analogous to the very high return rates achievable on certain 
very efficient internal investments of a corporation. 

The smallest A is assumed to be the energy discount rate presently used by society. In 
the corporate analogy, this minimum value is the market discount rate. This minimum 
“revealed” A is used in eq. 2 for all existing and proposed energy-transformation processes 
to produce a ranked list of Rs. Under the definitions used with the theory, society would 
rather consume a unit of energy now than invest in a transformation process with an R of 
less than 1. Even though such transformation processes may have a positive R, the amount 
of surplus energy produced beyond the break-even point is not large enough to justify the 
use of that process. 
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An interesting problem arises if we put the analysis on an identical basis with 
ordinary financial discounting. Then the P, of eq. 1 would be augmented by the rate at 
which the energy content of the fuel is processed into the output energy. With certain 
values of P,,, P,., and AT, A can then become complex or negative, and apparently 
meaningless.4 

Another interesting problem arises that is not pursued here. Eq. 2 may be used to 
determine the maximum R when the size or size-distribution parameters are varied. These 
parameters are fixed in the examples used in this paper. The question is. for example. 
would a few coal-fired electric plants have a higher return on energy investment than many 
smaller, cogenerating, coal-gas-electric ones when producing the same end utility? 

The value for (Y must be chosen to represent the most efficient practical way of 
converting from primary energy to the desired output form. The assumption made is that (Y 
applies in eq. 2 when I) the output energy is in the form of electricity, (Y = 4.0 [6]; 2) the 
output is space heating, 01 = 1.5 [31], and the average seasonally adjusted furnace effi- 
ciency was 0.65; or 3) steam is being produced, (Y = 1.15 [17]; additionally that cx = 1 in 
all other processes. 

The last value ((-u = 1 in all other processes) is tantamount to assuming that oil, coal, 
gas, ethanol, wood chips, and so on are of equal utility. The correction is made by 
calculating the best conversion efficiencies that can be achieved between the input forms 
and the output form. For the purposes of this paper, the assumption that (Y = 1 in all 
transformations producing alternate fuel forms is sufficiently accurate. 

The efficiency value for electricity production (a = 4) reflects the aggregate effi- 
ciency of all electric plants using fossil fuels in 1967. As such, the value includes oil- and 
gas-fired plants that did not need significant pollution-control devices. Many of the coal- 
fired plants already had precipitators by that time. Therefore it is assumed here that the 
value of ct = 4 is sufficiently representative of the least-energy cost alternative to all the 
options for producing electricity. 

In converting the process inputs into the desired type of output, the efficiency l/a 
includes the energy costs of the capital needed directly and indirectly for the conversion 
process. This capital energy cost is annualized and added to the operating and mainte- 
nance energy to produce (Y. Although the effect of time should be considered in the (Y 
calculation, that effect is omitted here because of its small contribution to R in eq. 2. 
Including capital energy effects influences the energy costs of the average product pro- 
duced by about 7 to 8% [28]. Here (Y includes the capital effects. but in an approximate 
way (A = 0). One can arbitrarily limit the error by an iteration of the trial-and-error 
solution of eq. 2. 

The value of (Y could be reduced to represent the energy lost by placing and maintain- 
ing the output in storage (e.g., photovoltaic cell output). Conversely, the amount of fossil 
fuel backup needed to provide the desired output pattern could be added to P,. Either way, 
the return from the net energy investment is reduced. 

THE EFFECTS OF SCARCITY ON THE DESIRABILITY 

OF AN ENERGY/TRANSFORMATION PROCESS 

The foregoing analysis allows us to determine the feasibility of a particular transfor- 
mation process at a given state of energy-resource availability. The analysis also allows us 
to rank those transformation processes that produce a certain desired type of output (e.g., 
electricity) by a descending order of feasibility. 

JFor a positive and definite A. LIP,, > P, 2 0 is the necessary condition 
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If net energy efficiency were the only consideration, such a ranking would show the 
order to be followed in the development of energy-transformation facilities, that is, the 
relative desirability of each process. However, as each transformation process deemed thus 
to be feasible were to operate on the resource base, its R value eventually would decline 
even though the facility would continue to produce at constant output capacity. 

The decline may occur because A would be increasing (a change in social objectives. 
perhaps driven by a diminished concern about scarcity), or because (Y would be decreasing 
(improvements made in the energetic efficiency of the least-energy-cost alternative), or 
perhaps because the amount of processing power per unit of output power would be 
increasing in a present-value sense (input scarcity). These three factors embody changes in 
consumer behavior, transforming technology and energy scarcity. 

The processes of energy transformation with the highest, slowest declining R values 
are the most desirable ones. Among these technologies, those that depend on politically 
stable supplies of fuel and materials and those that make socially agreeable demands on 
the labor force, the capital market, and the environment are the ones that should be 
developed intensively. Transformation processes with R values close to or less than I 
should be dropped from consideration or be the object of further research and develop- 
ment. 

Even so, we still do not know how to phase together the ranked technologies for 
energy transformation so that the net energy with the greatest present value is produced. 
To accomplish this phasing, assume that the only reason for the decline in R values is a 
scarcity of input energy; for example, the coal available to a power plant in a certain 
region might be found in thinner and deeper seams. Assume also that the peak efficiency 
of scale in energy production had been reached; for example, an incremental increase in 
the energy efficiency of a large power plant in a certain region would be exactly offset by a 
decline in the energy efficiency of coal-gathering and electricity transmission. Let the 

R=l 

Fig. 3. The cumulative present-valued output energy f vs the cumulative present-valued processing 
energy g for three energy-transforming technologies. 
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cumulative present value of the output energy befand the cumulative present value of the 

capital, operating, and maintenance processing powers (energy) be g. (Both f and g are 
energy measures.) Each transformer has a characteristic relationship, as shown in Figure 
3, because of the two assumptions just made. 

The three curves in Figure 3 could represent, for instance, the use of oil from Texas, 
the Middle East, and Alaska to move a ton-mile of rail freight with a diesel-electric 
engine. As is easily proven, the calculation for R is independent of the time lapse from 
.f‘ = g = 0 (R depends only on time periods T, and AT). Therefore the curvesf = f’(x) do 
not depend on the time lapse. Consequently, the curves in Figure 3 can be constructed 
from the present value off and g calculated for each energy-transformation process 
independent of its time sequencing. 

The derivative df/dg at any point along the curves for any of the three transforming 
technologies is the return on net energy investment R. The process labeled I would be the 
logical place to begin for it has the highest initial value of R ( = R,) that is possible for all 
three processes. However, when the cumulative energy output reaches point a, it would be 
appropriate to switch to the second transforming technology (II). At point u, the initial R 
of the second transforming process would be equal to the current R (R - R,) for the first 
process. The second process would be employed until its R value declined to point h, 
where it becomes equal to the highest (R = R3) value for the third process. This pattern 
would be continued through the range of available transforming technologies until the 
present-valued R reached 1 (point c). 

If the discounting value or the least-cost-alternative efficiency should change, Figure 
3 would have to be reconstructed. The procedure above would still be followed but using 
the newly computer information. 

Results 
Data for the feasibility calculation only were found on 44 energy-transforming pro- 

cesses (Table 1). Only the solar-powered satellite transformation process showed a decline 
in output power with constant energy for maintenance and operation. This decline is not 
an example of the scarcity phenomenon already described. Rather, it is typical of an 
individual satellite unit. Only if the allotted section of the geosynchronous orbit were filled 
with such units would scarcity begin to lower R values. None of the examples identified in 
this study showed scarcity responses. Most of the examples were based on the University 
of Illinois Energy Input-Output model [25], but only one contained an indication of error 
tolerances [21]. However, the individual authors used different techniques to assign joint 
energy costs and to credit by-products. Every possible effort was made to place the data in 
a common framework. Yet these problems and the assumptions stated earlier make the 
results in Table 1 an interesting experiment at best. 

No firm policy conclusions should be inferred without further research. For the 
purposes of demonstrating the potential usefulness of this approach, however, the results 
were analyzed as though the data were sufficiently accurate. 

The examples in Table 1 were divided according to the output of the process: fuel 
production, electricity production, space heating, and conservation. The first three are 
segmented into nonrenewable and renewable sources of fuel. 

Even though a certain process may have a very high return on the energy investment, 
the potential for that process in terms of producing significant additional quantities of 
useful energy may be limited. For example, in the United States, most large and conve- 
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nient sites for the production of hydroelectricity are already exploited, and yet because of 
the negligible operating and maintenance energy, hydropower could have a very high R 

value. Additional units of such processes should show a rapidly declining R (calculated) as 
a result of increases in the capital requirements and energy-transmission losses per unit of 
output. 

Choosing the Discount Rate 
Eq. 2 with R value equal to 1 was applied to each process and solved for A by trial and 

error.s The low end of the resulting A spectrum contains both solar and nuclear processes. 
The lowest A value (A = 13%) is for the high-temperature gas (nuclear) reactor (HTGR). 
This process, like the light-water nuclear reactor (A = 19%), has a low value for A because 
of the large capital outlay required before operation begins. Note that if electricity pro- 
duced by the light-water reactor process is used for heating, the resulting A is about 8%.h 

Because it is not clear that society is aware such a practice occurs (because of the mix 
of plant types on the same electricity-distribution system), the higher value of A for the 
light-water reactor was chosen as the base for all calculations on energy returns. If 
electricity were not subsidized [3] and were priced marginally rather than on an average 
[29], only minor amounts of electricity might be used for heat. 

The flat-plate solar collectors (A = 11 and 17%) and the solar-powered satellite 
(A = 21%) have low A values because of the large initial capital investment. The solar- 
powered satellite also has a declining output over its lifetime because of the slow, irreversi- 
ble degradation of the photovoltaic cells caused by cosmic radiation. The discounting 
process makes this decline less important than it would be if A were zero. 

The solar-concentrating collector (A = 20%) provides only a small improvement 
over the flat-plate collector. Ethanol from corn (A = 21%) owes its low A value to the high 
operational energy generally employed to fertilize the corn and to distill the alcohol.’ 
Methanol from wood (A = 32%) is a superior process to ethanol (corn) in overall energy 
efficiency and has the same A as earth-based photovoltaic cells. Natural gas production (A 
= 28%) is a nonrenewable energy source with a surprisingly low A value. The relatively 
high A values for photovoltaics, windmills, and the solar power tower would be reduced 
considerably if energy costs for storage were included. 

Therefore the only appropriate solution to eq. 2 with R = 1 was for the light-water 
nuclear reactor. This is the only technology with a low A value presently used to transform 
significant quantities of primary energy into desired forms of output (electricity). The 
discount rate for this technology (A = 0.19) represents the lowest that society will accept. 
assuming that such a rate even exists. No other widely used technology has a lower A 
value. 

How sensitive is this rate to changes in the key variables’? We can define a standard 
elasticity equation as 

(Remember that none of the processes considers the energy content of the fuel that is procesed into the final 

energy output. 

hFrom eq. 2, we see that lowering (Y by 6370 (4 to I .5) drops the R value by 63%. 

‘Suppose that the distillation process involved in making ethanol from corn had been solar-heated. How 

would this energy have been included in eq. 2? First. the heat energy absorbed would have been Included in the 

operating energy. Second, the 01 would have to be modified to contain the efficiency of the conversion of that 

solar radiation absorbed to a similar form of output (possibly dried biomass). 
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T, dA 
e,,A = - -’ 

A dT, 
(6) 

which is the elasticity of A with respect to T,. A small fractional change in T, will produce 
an eTih fractional change in A. 

Eq. 6 was applied to each of the variables, with the results given in Table 2. 
For example, an increase of I% in T,, the construction period. would reduce A by 

0.995%. A 1% increase in the energy rate used in the construction period P ( would reduce 
A by 0.431%. The lifetime AT is not an important variable in solving for A; but T,. P,,. and 
P, are important. 

The values in Table 2 reveal the sensitivity of A to small changes. For a large change. 
eq. 2 (R = 1) must be solved again for A by trial and error. When this was done. the A 
sensitivity was not great. For example, a change of 10% in each variable produced a 
maximum change of 2.5%. It is safe to conclude that A is not very sensitive in the 
variables T,, AT, (Y, P,,, P,, or PC.: also, that T, is the most important variable with regard 
to the determination of A. 

The construction period T, is the least accurate of the variables in Table 1. T, is 
derived from pure guesswork in some instances. to averages of actual practice recently. In 
every case, the construction period is that time during which P(.T, is expended. 

Another assumption is that indirect capitalization takes place during T,. Here is a key 
problem in this kind of analysis. The time and energy spent on the direct and indirect 
capitalization must be assigned to the joint products on what amounts to an arbitrary basis. 
The longest of these assigned periods is T,. The shorter periods are superimposed in the 
most practical possible order. This procedure may not represent reality because iron must 
be made before steel, which is needed for sheet steel. That. in turn, is necessary for 
power-plant fabrication, and so forth. The practical time for these processes may actually 
exceed T,. However, the construction period encompases the bulk of the capital-forming 
time for any given process of energy transformation and is therefore sufficiently accurate 
for the purposes here. 

An approximation of the R value for the light-water reactor was made using the 
changes in energy intensities found by Costanza [8] when he included the energy costs ot 
labor and government. The calculated discount rate drops from 19% to about 7%. Even 
this value is two to three times the real financial discount rate. indicating that information 
about energetic feasibility cannot be gained from financial information alone (eq. 5). 

Finally, we must realize that the A discussed in this paper is thought of as an 
aggregate value for the whole society. Regional variations in the discount rate arc entirely 
possible. These variations might arise from differing local views about the certainty of 
future fuel supplies and their future costs. The concepts set forth in this paper are so 
tentative that delving into regional differences in discount rates must wait for appropriate 
opportunities with suitable data. 

TABLE 2 
Elasticities for the Key Variables in Eq. 2 (K = 1) 

Applied to the Light-Water Nuclear Reactor Process (A = 0.19) 

T, AT pi, p, 4 

- 0.995 - 0.001 + 0.960 - 0.960 -0.431 
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The Energy Return on Net Energy Investment 
When we compare the R values, what do we find? The liquified fossil fuels appear to 

be superior to the liquified fuels made from vegetables. Gasoline (R = 3.9) is better than 
methanol (R = 2.1 or 1.6), which is better than ethanol (R = 1.03). Among the renewable 
fuels, trees are better than field crops such as corn, whether one is making a solid or a 
liquid fuel. This is probably because a young to medium-aged forest can convert more 
solar radiation into storage per year and per acre than a cash crop can. Trees also require 
less fertilization and cultivation per unit of energy stored. 

Irrigated crops have lower R values than the same crop without irrigation. Here we 
see the tradeoff between the fossil fuels (irrigation) and land (yield). Finally, on the basis 
of one data point (peanuts), it would seem that the grass crops (corn, wheat, sorghum) are 
better than legumes. The production and distribution of natural gas has a surprisingly low 
R value because of the extensive investment required in pipelines and the high energy costs 
associated with pumping operations. 

In the production of electricity, fuels and geothermal sources appear to be superior to 
nuclear and solar-based processes. The exceptions are windmills (no stronger costs in- 
cluded) and perhaps wood. Coal-fired power plants without environmental protection 
equipment are the most feasible processes (e.g., the conventional coal-electric and com- 
bined-cycle processes). 

In a more detailed view, we compared coal-electric processes in the eastern and 
western United States, with and without appropriate scrubbers. Scrubbers reduce the 
effectiveness of coal-electric plants from 50 to 75%. This efficiency reduction is one way 
to assess the energy cost of air-pollution abatement. With scrubbers, eastern coal is 
slightly more energy-efficient than western coal. The energy return is not affected by the 
type of mine. 

The pressurized fluidized-bed coal-electric process,” prescribed because of its low 
levels of harmful effluent, has an R value 16% higher than that of a scrubbed eastern coal- 
electric plant. To control coal-associated air pollution, the solvent-refined coal and coal- 
gas processes are approximately as feasible as using either the scrubbers or the fluidized- 
bed processes. The shale-gas-electric process is better than the (heavy) oil-gas-electric 
process. 

The natural gas-electric process, normally thought of as attractive because pollution 
control is achieved without a major investment, has a similar energy return to the 
scrubbed-coal electric or the fluidized-bed coal processes under the analysis presented 
here. The geothermal-electric process, which is free of air pollution, is classed as non- 
renewable because the resource rock is actually mined of its heat content. This process has 
a high R value, comparable to the coal-gas-electric process and the solvent-refined and 
scrubbed-coal processes. 

Of the renewable electric processes, the photovoltaic, wind, and power-tower do not 
store energy. Consequently, they cannot be compared with the other process in Table 1. 
The wind machine is a superior energy converter compared with the photocell or the 
concentrated solar-heated boiler (power-tower). The wood-electric and the solar satellite 
are comparable processes because theoretically the electric energy is available on demand 

XThis process and its companion in Table I were not analyzed in as much detail as the others 121. 22. Xi]. 
They appear only to give the relative energy efficiencies. 



298 B.HANNON 

from either process. The wood-base process appears to be superior, although reliable data 
for either process are not available. 

The last comparison points up one of the most important technological questions of 
our time. Can we devise a renewable energy source to meet an arbitrary demand cycle that 
is superior in energy efficiency to the natural processes of capturing, storing. and releasing 
high-quality energy’? The data in Table 2 indicate that we have not yet managed to 
duplicate the efficiencies of natural energy. However, the wood-electric process does not 
include pollution-control effects and is therefore not strictly comparable to a solar satellite 
as an energy source. 

None of the solar space-heating options compares well with the gas-furnace heating 
system. The direct-gain, or passive solar space-heating, process works with flat-plate. or 
concentrating, solar collectors and is approximately equivalent to the scrubbed-electric 
heating process. All of the space-heating processes investigated had a greater net energy 
return than the light-water nuclear reactor. 

Note that in this paper, the solar processes use gas heaters to provide heat when solar 
radiation is not available. By this procedure, one of the energy costs of convenience 
(demands for energy that differ from the natural solar cycle) can be estimated. 

The conservation projects appear to be feasible in terms of overall energy efficiency. 
They compare well with fossil-based processes in which pollution-control strategies are 
used. The conservation processes are somewhat difficult to fit into the simplified graph in 
Figure I because they are national programs with effects that are being felt before the 
construction programs are finished. This was true of the ceiling-insulation program and of 
Natural Energy Plan I. 

The phenomenon of the extended process points up an interesting and complex 
problem. Both conservation and supply-construction programs can theoretically proceed 
at rates that will not produce a net energy output. In general, the data in Table I are 
achieved only when building rates slow toward a replacement level. Clearly, a proper 
energy analysis would be applied to the entire program from initiation until a steady-state 
condition is reached-with the energy costs and benefits being placed in present-value 
terms. However, as stated earlier, if a single, typical proposal is feasible. the collection is 
feasible. 

Also note the effect on R values of different A values. When A = 0. for example, eq. 
1 reduces to the form commonly used by energy analysts. The ranking of the R values in 
Table I is changed substantially when A = 0, mainly because some processes have long 
construction periods with heavy capital commitments in relation to others. 

If the A value does represent the society’s time value of energy, then it should rise 
during periods when energy is perceived as being plentiful and decline during periods of 
energy scarcity. From the values in Table 1. we find that a society that burns wood has a 
value for A of 67: in a coal-burning society, A ranges from 75 to 55 with pollution control; 
and in the nuclear age. we have a A value of 19. The minimum A seems to have generally 
declined in the United States over the past 100 to 125 years. From the consumer’s view- 
point, this phenomenon would indicate a gradually increasing scarcity of available energy. 
Eventually, as fossil and nuclear fuels are depleted, the minimum A will decline until it 
reaches the level for the steady-state, agrarian society, probably zero. No surplus energy 
would be needed to replace the depreciating structure and provide for all aspects of the 
renewal cycle of society and family life. These needs would be considered part of the 
maintenance energy demand. 

Also recall the classic argument of Page [ 321. who said that owing to the unavoidable 
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decline in the availability of resource stocks because of use by the present generation, the 
only way in which we could be totally fair to future generations is to leave them the tools 
and the knowledge to derive as much benefit as we could have done originally using the 
known resources that remain. To accomplish this goal, no better procedure than the one 
given here seems conceivable. 

Summary 
The present-value, net energy feasibility of 44 energy-transforming processes was 

calculated and compared on a purely energy-efficient basis. The method allows a quantita- 
tive comparison of all forms of supply and end-use processes-whether they are from 
renewable or nonrenewable sources of energy, whether they are fuel, electricity, space 
heating or transport end-use, or whether the energy gain results from a substitution that 
frees energy for use elsewhere. Processes using fossil fuels generally are superior to most 
of the solar and nuclear ones. With certain noted exceptions, the conservation processes 
studied are comparable to fossil fuel processes. 

The data are of limited validity, not allowing any firm policy conclusions. Even so, a 

useful method of energy analysis has been created and demonstrated. The availability of 
suitable data with the requisite validity would permit the analytical procedure to be applied 
broadly in the process of formulating and implementing energy policy. 

I wish to thank Horatio Perez-Blanc0 for his work in datu gathering and interpretation 

and to thank Robert Costanzu, Rober Herendeen, Andrew Postlewuite, David May and 

Robert Smith jbr their helpful discussions. 
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