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CHAPTER |

Introduction: Why We Need Critical
Perspectives on Al

Pieter Verdegem

Introduction

The renewed interest in Artificial Intelligence (AI) has made it the most
recent hype in the world of technological innovation. In the business world,
Al is seen as a catalyst for growth, which will manifestly transform the eco-
nomy and the future of work (Agrawal, Gans and Goldfarb 2018; Lee 2018;
McAfee and Brynjolfsson 2017). Policymakers and civil society are putting
their hopes on AI for tackling global challenges such as pandemics and even
climate change (Dobbe and Whittaker 2019; Dananjayan and Raj 2020). Al also
seems to be the subject of an arms race between China, Russia and the USA for
equipping their armies with automated weaponry (Asaro 2018).

Whenever we are confronted with a hype, it is of utmost importance to untan-
gle what exactly is at stake and who is behind the discourses and myths created.
We are being told stories about Al as the ultimate innovation, transforming the
ways we live and work - often started in corporate circles and distributed by
their supportive popular outlets. At the same time, however, analysis is reveal-
ing that Al itself is one reason behind intensifying societal problems and harms.
Researchers and thinkers have observed and/or predicted that Al leads to dis-
crimination (Zuiderveen Borgesius 2018), is the engine behind growing inequal-
ities (Korinek and Stiglitz 2017), can bring about technological unemployment
(Ford 2015) and may even contribute to the end of humanity (Bostrom 2014).
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Amidst this doom and gloom, what we desperately need is a more nuanced
debate about AT’s risks and opportunities. This can — must - be a serious and
informed discussion that goes beyond hyperbole and polarisation, fuelled by
popular media and thus feeding into public debate. What we need is critical
perspectives on Al: what it is and what it is not; what type of Al we need, what
visions exist about this and who is behind them; and ultimately, how to think
and talk about AI power and inequalities.

In one word, it is power that must be at the centre of our conversations about
AT and that is what this book is about. If we want to talk about critical perspec-
tives on Al formulating a critique on Al how it is currently being developed
and discussed, and yes, if we are serious about making sure that AT will benefit
everyone, we need to talk about power. Power refers to the capacity to influ-
ence the actions, beliefs or behaviour of others. Ultimately, this comes down
to ‘the question of who can influence what society looks like and who controls
the means that allow such influence’ (Fuchs 2017: 86). Power decides who will
benefit from new technologies such as AI, but a concentration of power
will likely result in growing inequalities and other negative outcomes. The
current critiques about AI centre on Al ethics (Coeckelbergh 2020), which is
valuable and important to shape policy discussions. Al ethics, however, also
has serious limitations when it comes to bringing about real change and mak-
ing sure that the benefits of Al are accessible for everyone. Further in this intro-
duction, I elaborate on this and I make the case for a radical democratisation of
Al and why we need to put power at the centre for achieving this.

The contributions in this book braid discussion of power and critique with
three strands: AI - Humans vs. Machines, Discourses and Myths About Al and
AT Power and Inequalities.

Part 1: AI - Humans vs. Machines — deals with the history and conceptualisa-
tion of Al and what is at stake in its development. This section looks at different
perspectives about what characterises machine intelligence and how it might
be important to further radical humanism in the era of automation and AL

Part 2: Discourses and Myths About AI - analyses how Al is framed in popu-
lar and scholarly discussions and investigates the normative projections of what
Al should be and what it should do. This section poses critical questions about
how Al needs to debunk the myths surrounding it.

Part 3: AI Power and Inequalities — advances the debate around Al by criti-
cally examining what ‘AI for Everyone?’ means. This is dealing with the root of
the problem: who will benefit from Al is ultimately down to who has the power
to decide. These contributions look at how AI capitalism is organised, what
(new) inequalities it might bring about and how we can fight back.

Why do we need a book on AI for Everyone? and why do we need it now?
The 2007-2008 financial crisis, and the resulting global economic crisis, has not
only brought about a decade of austerity in large parts of the Western world;
it has also been the context in which social media and digital platforms have
transformed into behemoths. Tech companies are now dominating the top 10
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of the most valuable companies in the world (Verdegem 2021). Austerity has
also led to growing inequalities and political polarisation, bringing right-wing
authoritarian politics into power in a number of countries (Fuchs 2018). A
world already cracked by economic uncertainty and the looming threat of
climate change was then shaken in 2020 by a global pandemic. COVID-19
has massively impacted the global economy, on a much larger scale than the
2007-2008 crisis. On top of this, the pandemic has also resulted in an even
bigger dependence and dominance of tech platforms such as Amazon, Alibaba,
Google and Tencent. These companies are, not surprisingly, also leading AI
companies. Only a small number of corporations have the necessary compu-
tational power to develop Al systems, are financially strong enough to hire the
brightest AI talent and have access to the gigantic datasets that are needed to
train machine learning and deep learning (AI) models. This context makes it
very clear why we need to ask critical questions about AT and power.

Conceptualising AI - What AI Are We Talking About?

Before understanding what type of Al we want, we need to understand what AI
we have. This is an area of significant debate, and the book opens by exploring
the varying approaches to how we define AL

The Origins of Al

It is easy to forget that AI has been with us for more than 60 years. Despite
the flash of excitement and anxiety that feels so recent, Al itself is not a new
phenomenon. The name Artificial Intelligence (AI) was coined in the mid-
1950s at a series of academic workshops organised at Dartmouth College, New
Hampshire (USA). A group of scientists, led by mathematics professor John
McCarthy, gathered to investigate the ways in which machines could simulate
aspects of human intelligence: the ability to learn and make decisions. Their
core assumption was that human reasoning could be reconstructed using
mathematical techniques and, as a consequence, problem-solving could be
formalised into algorithms (McCarthy et al. 1955/2006).

What is more recent is a reflexive, if not critical, and social-scientific, under-
standing of not just AT’s capabilities, but its impacts on human life and social
organisation (Elliott 2019). It took decades for Al research to move from
what it could do for us to what it could do fo us, or enable us to do to each
other. These first critical insights came along with observations that AI can
not only supercharge innovation and bring about economic prosperity but also
lead to inequalities and unfairness.

This book contributes to this debate by critically reflecting on how we
should think about AI and the relationship between humans and machines.
It analyses the discourses and myths that exist around AI; what it will enable
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and what not. And it looks at issues about AI, power and inequalities, investi-
gating where the risks of exclusion are and how we should deal with this.

The book also brings diverse and critical voices to this debate. Whereas Al
as a discipline has been dominated by white, male, predominantly older scien-
tists from mathematical disciplines, this collection brings perspectives that are
characterised by a strong diversity in authorship and discipline. And threading
through all, the contributions offer a discussion of different tangents of power
and political economy in the field of Al and society.

The first task is to name our terms. For a concept that has been with us for so
long, there is little consensus on how to define it. The history of debating Al is
almost as old as Al itself. There is more debate than agreement about what AI
is and what it is not, and the only thing generally agreed is that there is no
widely accepted definition (Russell and Norvig 2016). The first definition comes
from that gathering of scientists in 1955: McCarthy et al. (1955/2006) then
defined AI as: ‘Making a machine behave in ways that would be called intelli-
gent if a human were so behaving. This only raises the challenge of how exactly
to define intelligence. Russell and Norvig (2016: 2) define different approaches to
Al to serve different goals. Al can refer to systems that: (1) think like humans;
(2) think rationally; (3) act like humans; and (4) act rationally. Each of the
approaches requires different disciplinary expertise, thus requiring an inter-,
or at least cross-disciplinary discussion. The human-centred approaches will
depart from social science studying human behaviour, while the rationalist
approaches will involve a combination of mathematics and engineering. From
the four approaches, acting like humans is closest to how we define and under-
stand contemporary Al

We can see the roots of acting like humans in the Turing test, developed by
Alan Turing in 1950. This test, originally designed to provide a satisfactory
definition of intelligence, has been central to conceptualising AI. According to
the test, if a human interrogator cannot distinguish a machine from a human
through conversation, then the machine can be considered intelligent. Russell
and Norvig (2016) argue that for a computer to be intelligent - to pass the
Turing test - it needs to possess the following capabilities: natural language
processing (being able to communicate successfully), knowledge representation
(being able to store what it knows or hears), automated reasoning (being able
to use the stored information to answer questions and to draw new conclu-
sions) and machine learning (being able to adapt to new circumstances and to
detect and extrapolate patterns).

Towards an Operational Definition — For Now
It is helpful to first distinguish between strong and weak AI (Bostrom 2014).

Strong Al, also called AGI (Artificial General Intelligence) refers to com-
putational systems with general cognitive abilities which have the future
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potential to surpass human intellectual capacities. This can be seen as the attempt
to mechanise human-level intelligence. Computer scientists and philosophers
disagree on whether this is at all possible (Coeckelbergh 2020): some directly
reject this scenario while others think if theoretically possible, it is not likely to
happen (soon) in practice (Boden 2016). This is why it might be better to focus
on advancements in weak AI or ANT (Artificial Narrow Intelligence), as this is
the type of Al already impacting everyday life on a massive scale. Weak/nar-
row Al performs specific tasks which would normally require intelligence in a
human being - machines aiding human thought and action. This type of Alis a
mathematical method for prediction (Agrawal et al. 2018). Such systems can be
extremely powerful but are limited in the range of tasks they can perform.

Russell and Norvig (2016) see machine learning as a prerequisite for intel-
ligent machines. Machine learning is a paradigm that allows programs to auto-
matically improve their performance on a particular task by learning from vast
amounts of data (Alpaydin 2016). It seeks and uses statistical patterns and cor-
relation in enormous datasets. Unlike older types of Al (e.g. expert systems,
that are based on rules which are inputted by humans), machine learning algo-
rithms learn not from humans but from data. The availability of significant
amounts of real-world data (that we produce by using the internet, social media,
sensors or other Internet-of-Things applications), combined with the availabil-
ity of powerful and almost limitless computing capacity and advancements in
machine learning and deep learning is why we are currently in another period
of AT optimism and hype (Elish and boyd 2018).

Given the concepts and the brief discussion above, how can we agree on an
operational definition of AI? A basic definition would be to refer to Al as com-
puter programming that learns from and adapts to data. A more elaborate ver-
sion of this, as Elliott (2019: 4) puts it, defines Al as ‘any computational system
that can sense its relevant context and react intelligently to data’ in order to
perform highly complex tasks effectively and to achieve specific goals, thereby
mimicking intelligent human behaviours. The discussion about how to define
AT cannot be settled in one definition, let alone one book. It is an important
starting point, however, and Part 1 and Part 2 of this book will unpack several
approaches to defining AL

The Realities of AI for Some vs. the Ideals of AI for Everyone
Visions of Al in Policies and Ethics

Examining AI policies and ethics helps us to explore questions of what type of
Al we want/need, how its development should look like and how we deal with
its impact. Policy development happens at several levels and includes a number
of stakeholders: national governments, intergovernmental organisations, cor-
porations, professional associations and academics.
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While AI policies reflect the priorities of the stakeholders involved, ethi-
cal guidelines project a vision of what type of Al is preferred, what benefits it
should deliver and how we should deal with potential risks. Obviously, this is
part of a normative debate but we can learn a lot from who is involved in these
discussions and how they aim to shape the future of AL

Given the projections about the role of Al in economic development, AT is
high on the policy agenda. Putin famously said that the nation that leads in AI
would be the ruler of the world (Vincent 2017). Major nations are rushing to
create Al initiatives, unsurprisingly led by China and the USA (Lee 2018). What
is surprising, however, is how much overlap there is in their strategic vision.

China’s national strategy for Al, the New Generation Artificial Intelligence
Development Plan (NGAIDP), was released in 2017 (State Council of China
2017). China wants to become the world leader in AI by 2030 and has for-
mulated strategic goals to achieve this, such as making China the superpower
of fundamental and applied AI research and development in order to domi-
nate the global AT market. The main focus of China’s Al policy is on economic
development and competition, even though it also discusses some concerns in
terms of economic security and social stability.

The Trump administration launched the American AI Initiative in 2019
(White House 2019). This strategic policy is all about a nationalist vision of
American leadership in AI The US government wants to invest in AT R&D, set
Al standards and build the AT workforce. The Trump AI strategy not surpris-
ingly has an intense national focus, highlighting AI for American innovation,
industry, workers and values, aimed at promoting and protecting national Al
technology and innovation. There is some discussion of public trust and con-
fidence in AT as well as the protection of civil liberties, privacy and American
values but this is subordinated to leadership and protecting American Al tech-
nology. With the election of Biden, it remains to be seen what the shift in Al
policies will be, but given his track record the US will continue to pursue US
capitalist interests, although maybe in a less outspoken nationalist way.

Most European nations where we see AI policy development, including
France, Germany and the UK, are taking a different approach, which more
explicitly offers a normative vision of how AI should contribute to social pro-
gress. France, for example, has entitled its vision AI for Humanity and aims
for the development of an ethical framework for transparent and fair use of
AT applications (Villani 2018). Germany also wants to guarantee responsible
development and deployment of AI which serves the good of society. The UK
sits somewhere between the continental European visions and the US vision,
with goals contributing to global Al development, tempered with nationalist
objectives focusing on specific benefits for the UK.

It is clear that China and the US are in an intense battle for global AI leader-
ship and their policies are dominated by nationalist goals. European countries
want to engage in Al innovation and boost their competitiveness while also
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ensuring that the societal impact of AI is not forgotten. But still, this does not
tell us a lot about what type of AI we want/need; it rather explains what coun-
tries expect Al to do for them. The European Union, however, has done more to
develop a vision of what type of Al needs to be pursued and what aspects need
to be dealt with in this.

The EU situates itself between China (state capitalism) and the US (market
capitalism) and seeks to shift the debate in terms of the impact on society and
its citizens. This positioning is aligned with how they have approached Gen-
eral Data Protection Regulation (GDPR) in the context of data protection and
privacy. The EU has put forward trustworthy AI as the key term highlighting
what type of Al it likes to see developed. This concept is the result of an open
consultation and its ethics guidelines have been presented by the High-Level
Expert Group of Al According to these guidelines, trustworthy AI should be:
(1) lawful (respecting all applicable laws and regulations); (2) ethical (respect
ethical principles and values); and (3) robust (both from a technical perspec-
tive while taking into account its social environment) (European Commission
2019). These aspects are vague (how is something ethical or robust exactly?)
as well as self-evident (very few people would favour unlawful Al). The EU,
however, has made these guidelines more explicit by formulating specific aims:
human agency/oversight, technical robustness/safety, privacy/data governance,
transparency, diversity/non-discrimination/fairness, societal/environmental
well-being and accountability. This is helpful as the list of specific aims can be
read as values we would like to attribute to AL

Not only governments or governmental organisations are active in putting
forward a vision for AI. Companies also have a stake in this debate so it is
instructive to examine how leading tech companies talk about what type of
AT they want to build. Google (2020) has developed a vision it calls Advanc-
ing Al for Everyone, which can be summed up as applying Al to improve their
products and developing tools to ensure that everyone can access AL. Google
also has an AI for Social Good project, similar to Microsoft’s AI for Good pro-
gram. The latter aims to use AI expertise to solve humanitarian and environ-
mental challenges: Al for earth, health, accessibility, humanitarian action and
cultural heritage. While seemingly well-intended at first glance, these AI pro-
grams are carefully designed to support goals of corporate social responsibility
(Sandoval 2014) and are undeniably textbook examples of what Morozov (2013)
has called techno-solutionism. The problem with these corporate Al visions is
that they lack substance and therefore do not reveal anything about what they
intend specifically and how they actually can and should benefit society.

More substance can be found in how professional associations propose a
vision of what Good AI exactly means. Organisations such as the Institute of
Electrical and Electronics Engineers (IEEE) and Association for Computing
Machinery (ACM) have produced codes that propose ethical principles for
computer science in general and Al in particular. ACM (2020), for example,
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talks about AI that needs to ‘contribute to society and to human well-being)
while IEEE (2020) has come up with principles for ethically aligned design.
General principles include human rights, well-being, data agency, effectiveness,
transparency, accountability, awareness of misuse and competence.

Often cited are the Asilomar AI Principles. The Asilomar Conference on Benefi-
cial Al was organised by the Future of Life Institute (2017) and brought together
more than 100 Al researchers from academia and industry and thought leaders
in economics, law, ethics and philosophy to address and formulate principles
of beneficial Al The resulting Asilomar Al principles are organised around
(1) research issues, (2) ethics and values and (3) longer-term issues (Future of
Life Institute 2017). The first category, research issues, sets out some guidelines
in terms of research goals, funding and culture. Secondly, thirteen specific eth-
ics and values are listed, dealing with transparency, safety, privacy, etc. and they
also address aspects such as shared benefit (‘Al technologies should benefit and
empower as many people as possible’) and shared prosperity (‘the economic
prosperity created by Al should be shared broadly, to benefit all of human-
ity’). Last, under longer-term issues, cautionary aspects and risks are addressed,
including the principle of common good, which states: ‘Superintelligence [Arti-
ficial General Intelligence, as discussed above] should only be developed in the
service of widely shared ethical ideals, and for the benefit of all humanity rather
than one state or organisation’

While the Asilomar Al principles are valid, they leave unclear who can and
should take ownership and what mechanisms can be developed to enforce
them. One specific concern of the Asilomar Al initiative is the heavy involve-
ment of corporate stakeholders, given that it is backed by tech giants includ-
ing Google, Facebook and Apple. These are not non-profit organisations but
companies that are among the most wealthy and profitable organisations in the
world. They might say they want to develop AI applications that are beneficial
for society but can we trust them not to use their power to shift the direction
of Al development to their corporate benefit and the return on investment for
their investors and shareholders?

The AI4People initiative, set up by the non-profit organisation Atomium-
EISMD (European Institute for Science, Media and Democracy), is the Euro-
pean response to the Asilomar Al initiative. Al4People also brings together
academics, business partners (e.g. Facebook, Intel and Microsoft), and civil
society organisations. The ambition of AI4People (Atomium-EISMD, 2020) is
‘to draft a set of ethical guidelines aimed at facilitating the design of policies
favourable to the development of a “Good AI Society”™

Al4People has developed an ethical framework of principles that should
underpin the adoption of AI and offers a list of specific recommendations
and action points that should help to establish a Good AI Society (Floridi
et al. 2018). AI4People proposes five core ethical principles: (1) beneficence
(promoting well-being, preserving dignity and sustaining the planet); (2) non-
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maleficence (privacy, security and capability caution); (3) autonomy (the power
to decide/whether to decide); (4) justice (promoting prosperity and preserving
solidarity); and (5) explicability (enabling the other principles through intelligi-
bility and accountability). While the first four overlap with traditional bioethics
principles, the last one is ‘a new enabling principle for AT’ (Floridi et al. 2018,
700). There might be overlap with the Asilomar AI principles, but AI4People
has come up with a comprehensive list of ethical principles, recommenda-
tions and action points that can help policymakers to develop and support Al
projects and initiatives that benefit society. However, they are not without gaps
and flaws.

What is Missing in Al Policies and Ethics: Introducing Capitalism

The overview of Al policies and initiatives aimed at formulating Al ethics,
helps us understand the debate about what AI we want/need and what it should
deliver (or what should be avoided). However, something crucial is missing:
power. This brings us to the crux of the book and the possibilities of critical
analysis of Al To bring power into the debate, we must first understand two
points: (1) the problem of Al ideology and (2) the limitations of ethics.

Let me start with Al ideology. National policies clearly illustrate that AI is
seen as an important instrument for positioning countries in terms of what
type of future society they aim to develop. Here comes the role of ideology.
While a contested notion, ideology can refer to: ‘worldviews and ideas on the
one end, to the process of the production of false consciousness on the other
end of the spectrum’ (Fuchs 2020, 180). In other words, it can have a neutral
meaning but ideology can also be used to manipulate human consciousness.
In the latter meaning, ideology is seen as a typical characteristic of capitalism
and class societies, and it is being used to serve the material interests of the
ruling class (Fuchs 2020). As discussions of Al often include visions about its
potential to radically alter societies and economies, we need to be alert to and
critical towards Al ideology.

Berman (1992) wrote almost three decades ago that the growing interest
in Al in capitalist societies can be understood not only in terms of its prac-
tical achievements but also in the ideological role it plays as a technological
paradigm for the continuation and reinvention of capitalism. Al as an ideol-
ogy means that it can be seen as: ‘a potential hegemonic principle within the
sphere of formal organizations which facilitates the “fit” of human beings into
the revised structures of a capitalism based on micro-electronic and informa-
tion technology, and ideologically contains, and significantly mutes, resistance
and social conflict’ (Berman 1992, 104). The technological paradigm is thus
a major component of hegemonic ideology that helps to maintain the essen-
tial structures of the current capitalist system and makes coherent and viable
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alternatives increasingly difficult to envision. AI ideology thus propagates one
specific vision of what Al is and what it should do - including serving the inter-
ests of the ruling class — and discourages alternative visions from materialising.

Second, we need to be aware of the limitations of AI ethics. Computer ethics,
the broader field to which AT ethics belongs, is a philosophical field of study
that deals with the question of ‘how computer technology should be used’
(Moor 1985, 266). It investigates social impact but also how policies for ethical
use of computer technology can be formulated and justified. This is important
and is why I discuss not only ethical guidelines but also AI policies. AI ethics
are important as they let us think about what a good society constitutes, how
we - as members of that society — can live a meaningful and fulfilling life, and
especially what the role of technology, in general, and Al in particular, in this
is (Coeckelbergh 2020). There are, however, problems and limitations with Al
ethics and how they get linked to policy.

When it comes to developing AI ethical guidelines, the first question to ask
is: who is involved? The issue of diversity and inclusion plays out on multiple
levels. Research by Jobin, Ienca and Vayena (2019). (2019) demonstrates that
developing Al ethics is concentrated in North America, the European Union,
Japan and a small handful of other countries. The absence or underrepresenta-
tion of countries from Africa, Central and South America and Central Asia
means that large global regions are not invited to contribute to this debate,
illustrative of a geopolitical power imbalance. There are also questions about
who exactly is involved in developing the guidelines and whether the panels
of experts who produce ethical guidelines, are - or are not — representative of
society. This undermines the plurality that AI ethics aim for.

Another problem of establishing Al ethics is the speed at which technologies
are developing (Boddington 2017). Formulating ethical guidelines takes time
and there is a question of whether or not ethics can keep up with the rapid
development of technologies. Al policies, just as any policies, face a similar
challenge and as a consequence they are often reactive rather than proactive. Al
ethical guidelines also face the problem of ethics washing (Wagner 2018). This
refers to the practice of exaggerating a company’s interest in promoting benefi-
cial Al systems (Google’s Advancing Al for Everyone (2020)and Microsoft’s AT
for Good (2020) programs, cfr. supra, are often used as examples for this) but
also when ethics is used as a substitute for regulation, meaning that companies
highlight how ethically they are acting while simultaneously abandoning their
legal obligations (for example, not respecting principles in terms of data protec-
tion).

The vulnerability of ethics advocates and researchers is illustrated by the case
of Timnit Gebru. Gebru is well-known for her work on racial bias in technol-
ogy, such as facial recognition, and has criticised systems that fail to recognise
black faces. She was fired by Google in December 2020 after sending an inter-
nal email that accused Google of silencing marginalised voices (Hao 2020).
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It is clear that we need to be aware of Al ideology and acknowledge that Al
ethics alone, despite their value and contributions, will not save the world. The
other problem is about how we move from Al ethics to concrete policies. There
is no roadmap for what exactly should be done, no precise course of action to
be taken in policy development (Coeckelbergh 2020). It comes down to who
has the capacity to influence the actions, beliefs or behaviour of others. Or
who can influence what type of society we want, and what the role of techno-
logy such as AI should be in it. Ultimately, this is a question about power and
who is in control to make decisions.

We Have to Talk about AI and Power

The problem of AI ideology and — more broadly - the question of whether
we need Al and if so, what type of AI we need, illustrates why we need criti-
cal perspectives on AI. What do I mean by critical? The Frankfurt School has
been pivotal in the development of critical thinking and theory. According to
Max Horkheimer (2002), one of the leading figures of the Frankfurt School,
critical theory distinguishes itself from traditional theory because of its
focus on human emancipation. The goal of critical theory is to scrutinise and
understand systems of domination and oppression and to look for ways of
how to increase liberation and freedom.

If we make human emancipation central, we need to ask questions about Al
and power. And this is exactly what is missing in AI policies and ethics: power.
Power is a contested concept in social theory. In a pragmatic way, Wright (2010,
111) defines it as: ‘the capacity of actors to accomplish things in the world.
This is a positive take on power, whereas a lot of definitions of power are nega-
tive — coercive power, preventing others to act in a certain way (Fuchs 2017).
In addition to coercive power, Thompson (1995) also talks about economic
power, political power and symbolic power. Economic power refers to how cer-
tain individuals and groups in society can accumulate resources for productive
activity; political power is about the authority to coordinate individuals and
their interaction; and symbolic power refers to meaning making and influenc-
ing the actions of others. Al ideology has raised issues of symbolic power, so I
now turn to economic and political power in the context of AL

We need to be aware that Al simultaneously refers to technical approaches,
social practices and industrial infrastructures (Crawford 2018). The techni-
cal approaches are straightforward: these are computational systems that use
data for training machine learning and deep learning algorithms (Alpaydin
2016). The other two elements need more clarification. The social practices of
Al refer to the classification systems, developed by humans, which are behind
the machine/deep learning algorithms and models. Political power asks who is
involved in developing these classification systems and who decides what they



12 Al for Everyone?

look like (Crawford 2018). Questions about inclusion and representation are
inherently political questions. Al also refers to industrial infrastructures: the
infrastructure does not only entail the possibilities of collecting vast amounts
of data, but also the computational power needed to develop machine/deep
learning models. Very few companies have simultaneously the computational
power, access to data and Al expertise (human resources) at their disposal,
which means that the economic power of these organisations is crucial for the
development of Al and is highly concentrated (Dyer-Witheford, Kjosen and
Steinhoff 2019).

The Case for a Radical Democratisation of AI

Asking critical questions about AI with the objective to foster human eman-
cipation requires us to investigate the political and economic power dynam-
ics of AI. My point here is that we need to move beyond discussions of what
beneficial Al means and what opportunities and risks exist in its development.
We urgently need to think instead about what radical approaches to Al are
and how we can enable them. Why radical, and what does that mean? Radi-
cal originates in the Latin word radix, which means root and that is why it
has been popularised as grasping things at the root. Radical can mean many
things but here I refer to it as in radical politics (Fenton 2016). Radical politics
is characterised by its intention of transforming the fundamental principles of a
political system or a society, often by making use of structural change or radical
reform - change at the root.

A radical perspective to Al thus means we need to examine Al through the
lens of power. Ultimately this comes down to the question of how Al is shift-
ing power. This is about bringing real change for the better, disrupting power
dynamics and avoiding an unequal power distribution. We could repeat (and
slightly revise) William Gibson’s (2003) seminal quote ‘Al is already here; it’s
just not evenly distributed’ The question then remains: how can we redistribute
power in AI?

My proposal is that if we want to establish AI that transforms society for the
better and enables human emancipation, we need a radical democratisation of
AL This radical democratisation is necessary to avoid power inequalities, in
other words, to avoid a situation whereby only a few organisations, whether
governmental or corporate, have the economic and political power to decide
what type of AI will be developed and what purposes it will serve.

This is vital in the data and AI sector, which is characterised by a strong
tendency to establish monopolies. Network effects intensify competition
between data platforms: the more users on their platform, the more valuable
they become (Srnicek 2017). More data then also generates more users, which
allows for the creation of better services. This is called a data-feedback loop.
Data giants will therefore acquire competitors, which leads to a situation of
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an oligopoly or even monopoly. This is even more crucial in the AI indus-
try where few companies have access to data to train machine/deep learning
algorithms, possess the computing power to deal with massive data sets and
also to hire the Al talent that is necessary to build Al systems and applications
(Dyer-Witheford et al. 2019).

So, what does a radical democratisation of AI actually mean? First, Al and
the benefits it offers, should be accessible to everyone. Second, Al and the differ-
ent services that are being developed should also represent everyone. Third and
last, AI should be beneficial to everyone. These three principles are inspired by
the late Erik Olin Wright’s critique of capitalism. Wright (2019) proposes the
principles of equality/fairness, democracy/freedom and community/solidar-
ity as normative foundations for establishing a society that allows its members
to live a decent life. In the following paragraphs, I briefly unpack these three
guiding principles.

#Principle 1: AI Should Be Accessible to Everyone

This first principle proposes equal access to Al and the benefits it can offer. In
a decent society, all persons should have broadly equal access to the advan-
tages and possibilities being created by digital technologies such as Al This
means that we need to make sure that all groups in society have access to and
can use Al The egalitarian ideal is at the centre of nearly all concepts of social
justice, including data justice (Taylor 2017), although there are different opin-
ions about what it means exactly. An important nuance here is to distinguish
between equal access and opportunity. The former is chosen over the latter as it
‘is a sociologically more appropriate way of understanding the egalitarian ideal’
(Wright 2019, 11). Given the current economic, social and environmental crisis
we are living in, there should be particular attention to intergenerational and
environmental justice. The first aspect points to the consequences of techno-
logical developments for the future generations, whereas the second aspect asks
for attention for IT and sustainability. This is controversial as Al is both seen
as a source of and solution for environmental degradation (Dauvergne 2020).

#Principle 2: AI Should Represent Everyone

The second principle is centred around democracy and inclusion. In a decent
society, all members should have a say about what type of Al is being developed
and what services are being offered. The production and implementation of
AT must be democratised so that all groups in society are consulted and rep-
resented, avoiding exclusion. This element of democracy entails two aspects:
everyone is involved and everyone is represented. The latter aspect highlights
that when fairness fails, there is a risk of discrimination (Hoffmann 2019). The
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history of Al is full of examples of how technology is being developed by (pre-
dominantly) white middle-class men, thereby excluding people of colour and
minority communities. Wright (2019) also connects democracy and freedom
in order to reflect the value of self-determination. In this sense, members of
society should be given the possibility to participate meaningfully in decisions
that affect their lives. As AI becomes more omnipresent, people should have
a say about this. Principles such as fairness, accountability and transparency
(ACM 2020) are key when we want technological development not only to
represent the people but also guaranteeing control by the people to counterbal-
ance the power of the state and corporations.

#Principle 3: AI Should Be Beneficial to Everyone

The third and last principle states that developments in Al should contribute
to the well-being of everyone in society. This matches with Wright's (2019)
ideas of community and solidarity, which are crucial because of their connec-
tion to human flourishing and of their role in fostering equality and democracy
(see also principles 1 and 2). Central is the idea that if people cooperate, they
can achieve more than if they compete, and cooperation also contributes to the
well-being of all members of society. This means that AI development must be
organised in such a way that all members of society are able to reap the benefits.
Another aspect of this principle is the question about how to develop benefi-
cial machines, in other words, how can we ensure that Al serves the objectives
of humanity. Stuart Russell (2019, 11) states: ‘machines are beneficial to the
extent that their actions can be expected to achieve our objectives. According
to him, this is at the centre of the problem of control in Al and his interpreta-
tion focuses on the human-machine relationship, as part of being beneficial to
everyone. Developing Al that is beneficial for everyone, thus includes thinking
about how to create beneficial machines that serve humanity.

Al for everyone risks becoming yet another hype, if we let the tech giants
take over the debate with their slogans such as AI for social good. What they
are missing is a real vision of democratising technology because they fail to
understand what AT for everyone really means: putting the human at the centre
(Pasquale 2020). In one word, this is about power. If we are not talking about
power, we are not talking about AI for everyone. Critical perspectives require
us to talk about the human and society. By bringing together diverse critical
contributions to the debate, this book presents one thing they have in common:
the idea of putting society first.

Chapter Overview

Part 1: AI - Humans vs. Machines consists of four contributions. Andreas
Kaplan (Chapter 2) goes deeper into the history and definition of AI and
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elaborates on how humans and machines have to coexist in the age of AL
Wolfgang Hofkirchner (Chapter 3) continues the discussion about humans
versus machines by analysing what Digital Humanism exactly entails. He pro-
poses dialectical models in order to overcome the human-machine dualism.
Jenna Ng (Chapter 4) adds to this discussion by elaborating on the rationalisa-
tion of AT and what this means for creativity. Dan McQuillan (Chapter 5) has
a different take on humanism and proposes how people’s councils for Al can
serve solidarity and mutual aid in times of crisis.

Part 2: Discourses and Myths About Al is comprised of five chapters. Rainer
Rehak (Chapter 6) stresses the importance but also limitations of metaphors
when talking about Al and intelligent systems. Angela Daly, S. Kate Devitt and
Monique Mann (Chapter 7) introduce and discuss their Good Data approach in
order to overcome the limitations of Al ethics and governance. James Steinhoff
(Chapter 8) critically analyses the social reconfiguration of AI and discusses
the central questions about utility and feasibility. Benedetta Brevini (Chapter 9)
analyses Al policies in Europe and unpacks some of the myths around Al
that legitimate capitalism. Alkim Almila Akdag Salah (Chapter 10) reflects
on how the discourses of artistic computational production have changed and
how myths about Al need to be uncovered in this context.

Part 3: AI Power and Inequalities involves five contributions. Carrie O’Connell
and Chad Van de Wiele (Chapter 11) revisit Wiener’s cybernetic prediction
as the theoretical foundation of Al and make a plea how we need to uncover
the black box of what is behind prediction and simulation. Jernej A. Prodnik
(Chapter 12) critically analyses algorithmic logic in digital capitalism, its char-
acteristics and social consequences. Asvatha Babu and Saif Shahin (Chapter 13)
investigate biometrics and biopolitics and apply their analysis to a case study
of the ban on facial recognition in California. Rafael Grohmann and Willian
Fernandes Aratjo (Chapter 14) turn to a discussion of human labour that is
behind global AI platforms and report about their empirical research on the
Mechanical Turk in Brazil. Last, Lina Dencik (Chapter 15) also reflects on
the relationship between labour and AI and proposes the concept of data jus-
tice unionism to rethink the governance of Al
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CHAPTER 2

Artificial Intelligence (AI):
When Humans and Machines
Might Have to Coexist

Andreas Kaplan

Introduction

Artificial intelligence (AI), defined as a ‘system’s ability to correctly interpret
external data, to learn from such data, and to use those learnings to achieve
specific goals and tasks through flexible adaptation’ (Kaplan and Haenlein
2019, 17), will likely have a deep impact on human beings and society at large.
The recent COVID-19 pandemic has particularly accelerated and accentuated
society’s digitalisation and strongly influences the future relationship between
human beings and AI-driven machines (Haenlein and Kaplan 2021).

Various opinions and viewpoints on the future altered by advances in Al exist,
ranging from horror scenarios as stated by Tesla CEO Elon Musk, to utopian
scenarios like the vision of Google Chief Engineer Raymond Kurzweil.
While Musk fears that AI might lead to nothing less than a third world war,
Kurzweil believes that AI will enhance humans instead of replacing them.
Expressing these opposing views, in 2018, theoretical physicist Stephen
Hawking proclaimed that Al can ‘either be the best, or the worst thing, ever to
happen to humanity’
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Clearly, humans will need to coexist with machines. Jobs traditionally done by
humans will be shifted towards Al systems. Artificial intelligence is already able
to translate languages, diagnose illnesses, assist in retail (Kaplan 2020c), and
the like - in several cases, better than the human workforce. Human jobs might
be created in the future that are unimaginable now, similar to the fact that
nobody really predicted the job of mobile app designers just a few years ago.

In this world, AT would rather be augmenting and complementing — rather
than replacing — humans in their work. In the pessimistic case, i.e., massive
unemployment, ideas such as universal basic income are already being dis-
cussed. Fundamental philosophical questions would need to be answered sur-
rounding life for humans when most of our work is done by AI systems. In
any case, the State will certainly have to come up with a set of rules govern-
ing this human < > machine coexistence and interdependence. Society overall
is thus challenged.

This chapter has a look at artificial intelligence, its history and its evolutionary
stages. Furthermore, what challenges might arise in the future when humans
will have to learn to live among machines and robots will be discussed. This
will be done by analysing challenges concerning algorithms and organisations,
challenges with respect to (un)employment, and looking at democracy and
freedom potentially jeopardised due to Al progress.

Artificial Intelligence: Definition and Classification

Artificial intelligence is a rather fuzzy concept, and quite difficult to define. At
least two reasons can be proposed for the difficulty in formulating a definition
therefore: firstly, it is not easy to find a clear definition for what intelligence in
general is, as it depends largely upon the context. Thus intelligence is described
in several different ways such as the capacity for learning, reasoning, planning,
understanding, critical thinking, creativity, and last but not least, problem solving.

Secondly, artificial intelligence is a moving target: advances previously con-
sidered to AI with time will not be considered as such as soon as we get used to
them. This phenomenon is known as the AI effect. As McCordick (2004, 204)
formulated it: ‘It’s part of the history of the field of artificial intelligence that
every time somebody figured out how to make a computer do something - play
good checkers, solve simple but relatively informal problems - there was cho-
rus of critics to say, “that’s not thinking” Or as Rodney Brooks, MIT’s Artificial
Intelligence Laboratory director, explains, ‘Every time we figure out a piece of
it, it stops being magical; we say, “Oh, that’s just a computation”, and will not
count as artificial intelligence any longer’ (Kahn 2002).

One of the prevailing definitions of artificial intelligence, as aforementioned,
characterises Al as ‘a system’s ability to correctly interpret external data, to learn
from such data and to use those learnings to achieve specific goals and tasks
through flexible adaptation’ (Kaplan and Haenlein 2019, 17). Several further
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definitions exist and experts disagree on how to best characterise artificial
intelligence. By analysing different AI definitions, Russell and Norvig (2016),
e.g., concluded that there are four main approaches for defining Al i.e,, see it
as systems that (1) think like humans, (2) act like humans, (3) think rationally
and (4) act rationally.

Often terms such as big data, machine learning or the Internet-of-Things
(IoT) are incorrectly applied as synonyms for artificial intelligence, yet they
are indeed differing concepts and terms. An Al-driven system needs big data
from which to learn, which essentially are ‘datasets made up by huge quanti-
ties (volume) of frequently updated data (velocity) in various formats, such as
numeric, textual or images/videos (variety)’ (Kaplan and Haenlein 2019, 17).
Again, a variety of different definitions for big data exists: while one group of
them focuses on what big data is, a second group stresses what big data actu-
ally does (Gandomi and Haider 2015). Such big data sets can derive from an
organisation’s internal databases, third-party data or social media applications
(Kaplan 2012; Kaplan and Haenlein 2010b).

Another possibility for obtaining big data is via the Internet-of-Things
(Krotov 2017; Saarikko, Westergren and Blomquist 2017), which basically is an
extension of internet connectivity into physical devices and everyday objects
such as a refrigerator or a heater, equipped with sensors and software to collect
and exchange data.

Machine learning, simply put, is ‘methods that help computers learn without
being explicitly programmed’ (Kaplan and Haenlein 2019, 17), and is applied
in order to identify underlying patterns within the big data, and as such is an
essential element of artificial intelligence. A more elaborated definition comes
from Mitchell (1997, 2) stating ‘A computer program is said to learn from
experience E with respect to some class of tasks T and performance measure P
if its performance at tasks in T, as measured by P, improves with experience E.
Al is much broader than machine learning, as it additionally comprises such
abilities as the perception of data (e.g., voice/image recognition, natural lan-
guage processing, etc.) or the control and movement of objects (robotics
or cybernetics).

Artificial intelligence can be classified into three types of systems: analyti-
cal, human-inspired and humanised (Kaplan and Haenlein 2019). Analytical
AT contains characteristics consistent with cognitive intelligence only: gener-
ating cognitive representation of the world and using learning based on past
experience to inform future decisions. Human-inspired Al contains elements
of cognitive and emotional intelligence: understanding human emotions,
in addition to cognitive elements, and considering them in their decision-
making. Humanised Al contains characteristics of all types of competencies
(i.e., cognitive, emotional and social intelligence), is able to be self-conscious,
and is self-aware in interactions with others.

A robot driven by analytical artificial intelligence would be capable of
answering queries concerning restaurant recommendations based on certain
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objective characteristics. Human-inspired Al robots could additionally read a
human’s emotional state via facial recognition or tone of voice, and adapt its
suggestions, e.g., a human who appears sad or depressed would not enjoy a res-
taurant with a lively atmosphere, whereas a happy human might totally enjoy
such an environment. Finally, a humanised robot would understand when it
was appropriate for it to offer to accompany the human or whenever this would
not be appreciated, e.g., a couple insanely in love who would rather spend the
time in intimate togetherness.

Finally, we must distinguish AI on the lower spectrum from so-called expert
systems, often wrongly associated with artificial intelligence, as well as on
the higher spectrum from skills that remain only possible for human beings:
Expert systems are ‘collections of rules programmed by humans in the form
of if > then statements’ (Kaplan and Haenlein 2019, p. 18). As these systems
lack the ability to learn autonomously from external data, they should defi-
nitely not be counted as AI Expert systems reconstruct human intelligence in
a top-down manner (also called the knowledge-based or symbolic approach),
considering that it can be codified as a set of predefined rules. In contrast, Al
applies a bottom-up approach (also called the behaviour-based or connection-
ist approach) and imitates a brain’s set-up (e.g., through neural networks) by
using large quantities of data to infer knowledge independently.

The question that arises is what will remain human in the future and what
cannot be imitated by AI systems, which is quite a tough question to answer.
Most likely, humans will always have exclusivity when it comes to artistic crea-
tivity, Albert Einstein having pointed out that ‘creativity is intelligence having
fun. Currently, it seems very improbable that AI systems will be able to be truly
creative. But then again, the question is what exactly true creativity is, and who
will be the judge of it?

Artificial Intelligence: History and Evolution

To structure AT’s history, we'll use an analogy of the four seasons: spring, sum-
mer, autumn and winter (Haenlein and Kaplan 2019). ADs birth period, i.e.,
spring, took place both in fiction as well as non-fiction. Regarding the former,
Isaac Asimov, an American writer and professor of biochemistry at Boston Uni-
versity, published ‘Runaround, a story revolving around an Al-driven robot, in
1942. In this story, Asimov’s (1950, 40) three laws of robotics explicitly appear
for the first time:

1. ‘A robot may not injure a human being or, through inaction, allow a
human being to come to harm.

2. Arobot must obey the orders given it by human beings except where such
orders would conflict with the First Law.

3. Arobot must protect its own existence as long as such protection does not
conflict with the First or Second Laws’
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These three laws already hint at the difficulty of humans and robots coexist-
ing. In any case, the robot in Asimov’s story freezes in a loop of repetitive
behaviour, as it doesn’t find a solution for obeying laws 2 and 3 at the same
time. ‘Runaround’ is therefore a cornerstone in the history of artificial intel-
ligence, as it inspired generations of academics and researchers in the domain
of AL

Regarding the real world, we can refer to computer scientist Alan Turing’s
seminal paper ‘Computing Machinery and Intelligence, published in 1950.
Therein, Turing describes what now is known as the Turing test, or a test of a
machine’s ability to exhibit intelligent behaviour equivalent to, or indistinguish-
able from, that of a human. AI spring’s climax can be pinpointed to the 1956,
when Marvin Minsky and John McCarthy organised the Dartmouth Summer
Research Project on Artificial Intelligence (DSRPAI) at Dartmouth College. It
was at this workshop that the term artificial intelligence was coined.

After spring, there followed a couple of hot AI summers and very cold Al
winters. While AT summers were characterised by huge enthusiasm and financ-
ing of Al, winters were marked by reduced funding and interest in artificial
intelligence research. The first summer period lasted nearly 20 years. One of
its successes was certainly ELIZA: Developed in 1966 by German-American
computer scientist Joseph Weizenbaum, a professor at MIT, this computer pro-
gram was so good at conversing with a human being that it appeared to pass the
aforementioned Turing test.

General hype around AI and its development followed. However, this hype
was soon replaced by disappointment and disenchantment. Al winter some-
how had already begun when Marvin Minsky supposedly still contended that
artificial intelligence could attain a human being’s general average intelligence
within three to eight years from that moment (Darrach 1970). As we all know,
this did not occur; AI funding was heavily reduced and another AT summer did
not happen until the 1980s, when the Japanese government decided to mas-
sively invest in AT and consequently the US DARPA followed. Success again
was scarce, and summer was again followed by another cold winter.

We might have reached AT’s autumn, completing the four seasons of arti-
ficial intelligence (Haenlein and Kaplan 2019), as a result of computational
strength having constantly increased over recent years, rendering deep learn-
ing and artificial neural networks possible (Libai et al. 2020). This new era of
Al is said to have begun in 2015 when AlphaGo, a computer program designed
by Google, beat a (human) world champion in the Chinese board game Go.
This event made the news around the world, and regenerated hype around the
domain of artificial intelligence.

This hype might continue for quite some time, as we are currently only expe-
riencing so-called first-generation AI applications, usually referred to as arti-
ficial narrow intelligence (ANI). Within such systems, Al is only applied to
very specific tasks such as choosing which news items it will tell an individual
during his or her morning before-work routine based on the individual’s intel-
lectual preferences.
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Second-generation Al applications will be able to plan, solve and reason
problems independently, even for actions for which they have not been pro-
grammed initially. Such artificial general intelligence (AGI) will thus be able
to broaden its horizons autonomously, entering new areas and domains. For
example, an AGI-powered system could, on top of conveying news headlines
during one’s morning routine, also learn to make coffee for the aforementioned
individual preparing for work.

Finally, we might potentially even experience artificial super intelligence
(ASI), the third generation of Al Such truly self-conscious and self-aware
Al systems, outperforming humans in (nearly) all domains, capable of gen-
eral wisdom, scientific creativity and social skills, could render human beings
redundant. As such, in our above example, the individual would not need to
prepare for work anymore, as this could be done entirely by the ASI-powered
machine or robot (Kaplan and Haenlein 2019). For a detailed discussion on the
evolution of Al systems, we refer to Huang and Rust (2018).

Artificial Intelligence: Machines and Humans

In the future, artificial intelligence will raise several challenges, and humans
will have to learn to coexist with machines and robots. Pushed by the global
COVID-19 health crisis, it is clear that AI will deeply impact societies around
the world (Kaplan 2021). We will discuss some of these questions, looking at
challenges in terms of algorithms and individual organisations; the employ-
ment market; and last but not least, democracy and human freedom potentially
at stake due to advances in AL

About Algorithms and Organisations

When machines and humans coexist, it is important that both do what they are
good at. As an illustration, let’s have a look at a study by researchers from MIT’s
Computer Science and Artificial Intelligence Laboratory in cooperation with
the machine-learning startup PatternEx (Conner-Simons 2016). Al systems
and humans scored far better in identifying cyber-attacks when collaborating
than when trying to do so separately. While the Al systems could crawl through
enormous quantities of big data, humans were better at detecting anomalies,
playing those back into the system. This iterative and collaborative approach
was optimal.

Also, humans are better in behaving ethically and morally, while algorithms
have problems doing so, as the notion of ethics and morals is difficult to pro-
gram. Machines, however, are better at, e.g., utilitarian, repetitive tasks. While
most humans would not consciously discriminate another individual for gen-
der, sexual orientation, social background, or race, machines, not having a
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conscience, are more likely to be biased, essentially because the data on which
they were trained was biased. A study by Wilson, Hoffman and Morgenstern
(2020) illustrates that several decision-support systems applied by judges
may be racially biased (as a result of past rulings); and self-driving cars better
detected lighter skin than darker tones, since their algorithm was trained using
pictures among which were few people of colour.

Regulation and guidance is definitely needed in order to avoid such bias, to
establish a good foundation for machine < > human collaboration. The devel-
opment of specific requirements with respect to the testing and training of Al is
likely the preferred approach, as opposed to regulating artificial intelligence
itself. In addition, we could require Al warranties, consistent with safety test-
ing in the case of physical goods. Thus, Al regulation could be stable over time
even if the actual aspects of AI technology change (Kaplan and Haenlein 2020).

About (Un)Employment

A tough challenge when human beings coexist with machines might be the
evolution of the job market. Already, automation in manufacturing has led to
a significant decrease in blue-collar jobs; advances in AI could lead to a similar
decrease in white-collar jobs. AI systems already outperform medications in
the identification of skin cancer and other tasks (Welch 2018).

For the moment, it appears that the time gain through ATDs application is
used for other tasks within the job, and does not necessarily lead to a human
being’s replacement. The Swedish bank, SEB, e.g., developed AIDA, an Al-
driven virtual assistant responding to a vast range of customers’ queries, such
as how to make overseas payments or how to proceed when opening a bank
account. AIDA is even capable of detecting a customer’s mood by the tone of
her or his voice and adapting its recommendations and suggestions thereto. In
around 30% of situations, AIDA is not able to respond or help. In this case, the
customer is transferred to a human. AIDAs implementation freed up human
employees’ time, which they then use for more complex demands, i.e., the 30%
that exceeded AIDA's limitations.

A study by Wilson and Daugherty (2018, 117) suggested that it is in com-
panies’ interest not to replace employees with Al as this would not be a long-
term strategy. Looking at 1,500 corporations, they identified the best improve-
ments in performance when machines and human beings work together, and
concluded: ‘Through such collaborative intelligence, humans and AT actively
enhance each other’s complementary strengths: the leadership, teamwork, cre-
ativity, and social skills of the former, and the speed, scalability, and quantita-
tive capabilities of the latter’ (Wilson and Daugherty 2018).

However, with advances in artificial intelligence, machines improve, and
might indeed replace humans in their jobs. It is uncertain that enough new jobs
at the right skill levels will evolve for everybody, similar to previous shifts in
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job markets such as the Industrial Revolution. The demanded skill level might
just be too high for all human beings to be able to find a job not yet done by a
machine. Or, there just might not be enough jobs left, as more jobs are replaced
by machines than are newly created. Massive unemployment would result.

In the short to medium term, regulation could certainly help to avoid mass
unemployment, at least for a transitional period. Examples are the requirement
for companies to spend a certain amount of their budgets saved via the help
of AI on training their workers for higher-skilled jobs; or the restriction of
the number of hours worked per day in order to distribute the available work
across the entire population. However, in the longer run, if machines replace
humans as workers, the idea of a universal basic income will be put back on the
table. This would trigger a series of fundamental philosophical but also reli-
gious debates: questions such as the purpose of life, how to feel useful and what
to strive for, are some issues for which society would have to find answers. Eth-
ics and education will play an important role in order to tackle these societal
challenges and questions (Kaplan 2020a).

About Democracy and Freedom

Finally, AI progress could represent nothing less than a danger to peace and
democracy (Kaplan 2020b). There are at least two ways in which artificial
intelligence might constitute a threat to democracy and its mechanisms,
endangering the peaceful coexistence of humans and machines: supervision
and manipulation.

Using the example of China, we will provide an illustration as to how far the
possibilities of artificial intelligence reach with respect to control and super-
vision. Al is largely embraced by the Chinese government, which uses it to
track and monitor its citizens and inhabitants. For each individual, the Chinese
government calculates a so-called ‘social credit score’ based on (big) data com-
ing from various different sources such as health and tax records, social media
activity, purchasing behaviour, criminal records and so forth. The system also
uses facial recognition and images of the 200 million surveillance cameras
mounted across the country for data collection and respective score calcula-
tion. Good behaviour such as volunteering at an orphanage leads to higher
scores; bad behaviour such as littering leads to lower scores. In order to fulfil
the score’s aim, i.e., to encourage good behaviour and citizenship, bad scores
result in punishments such as not being eligible for bank loans, not being
allowed to fly or not being hired by public agencies (Marr 2019).

In addition to control possibilities, artificial intelligence also allows for
manipulation, as we now constantly experience with the dissemination of fake
news and disinformation on the various social media platforms (Deighton et
al. 2011; Kaplan and Haenlein 2010a; Kaplan 2018). Especially in election cam-
paigns, social media are heavily used to manipulate voters. For example, in the
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final three months of the 2016 US presidential election, the top 20 false news
items on only one social medium - Facebook - led to more comments, likes
and shares than did the 20 most influential news stories from approximately
20 major actors in the news sector together (including such outlets as the New
York Times and the Washington Post; Silverman 2016).

This alone gives enough food for thought regarding the manipulative power
of Al-based systems. And yet, the next, bigger thing is just around the corner:
deepfakes, which are ‘Al-based technology used to produce or alter audio or
video content so that it presents something that did not, in fact, occur’ (Kaplan
2020b). This technology allows inserting words in audio or even video format
in an individual’s speech that s/he never actually uttered. Thus, one could make
a seemingly authentic video of the Pope stating that monogamy is overrated
and that everybody should have open relationships. What this means for future
elections and other phenomena is indeed difficult to imagine.

The above two examples clearly show that artificial intelligence potentially
leads to issues that do not stop at countries’ borders, with Russia having know-
ingly been deeply involved in the aforementioned 2016 US presidential election.
Regulation that applies to some countries only will most likely be ineffective
in governing the coexistence of humans and machines. Intensive international
coordination and cooperation in regulation is clearly needed, whenever feasible.

Such international cooperation might be a challenge. While China and the
United States are considered as the Al superpowers, they are less known for their
implementation of AI regulations (Kaplan 2020a). The development of regula-
tion as well as ethics guidelines falls rather within the expertise of the European
Union. The EU, however, has far less influence in the actual development and
elaboration of artificial intelligence. Nevertheless, spill-over effects are possi-
ble. The EU’s strict General Data Protection Regulation (GDPR), effective since
May 2018, applies to any corporation that markets products to EU residents,
regardless of its location. Thus, GDPR influences data protection requirements
worldwide. As such, the California Consumer Privacy Act (CCPA), which gov-
erns the most populous US state’s data protection since January 2020, is recur-
rently referred to as California’s GDPR. Government regulation is certainly a
necessary step. Most likely, whenever society realises the topic’s importance,
companies will feel obliged to go into the direction of self-regulation, similarly
to the worldwide impact of citizens’ increased commitment and desire for sus-
tainability and a stronger protection of the environment.

Conclusion: Only Time Will Tell

In this chapter, we introduced the concept of artificial intelligence and how
it differs from related concepts such as big data, the Internet-of-Things, and
machine learning. We also surveyed AT’s history and evolution before discuss-
ing the relationship between humans and machines from various angles.
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Futureresearch willbe needed to address the various challenges with regards to
the development of artificial intelligence. Which formal method can be used
to test for algorithmic bias? Can we identify simple to use measures to assess
bias, similar to the way we assess reliability and validity? What is the best way to
bridge (deep) learning and privacy? Should learning be conducted on the user
side (with algorithms requiring new data)? Or should data be transferred to a
trusted intermediary who performs the analysis on behalf of firms? Do users
need to be compensated in one way or another for data or resources provided?
Moreover, how can the refusal to share data lead to biases in the data available
for learning? Which data sources can and should be used for algorithmic learn-
ing? Are there certain types of data that should be ‘off-limits’? What role will
interdisciplinary Al teams play in establishing coexistence between humans
and machines? To mention just a few of the potential future research questions,
which, in the light of the unprecedented global COVID-19 pandemic and its
acceleration of society’s digitalisation, become of vital importance.

Atleast for the moment, it looks as if AI-driven machines will enhance human
work instead of replacing it. This is also the opinion of John Kelly, vice presi-
dent of IBM, who stated, ‘Man and machine working together always beat or
make a better decision than a man or a machine independently’ (Waytz 2019).
Moreover, according to a recent Accenture study, more than 60% of employees
believe that AI will have a beneficial impact on their work and jobs (Shook and
Knickrehm 2017).

COVID-19 impressively showed that artificial intelligence has played an
important role in tackling this unprecedented health crisis on a global level. As
such, researchers worldwide made use of Al to efficiently identify potentially
infected humans, analyse the virus, test possible treatments and therapies, and
more generally to find strategies to fight the pandemic. AJ Venkatakrishnan,
e.g., applying Al, discovered that a mutation of the original virus would mimic
a protein which the human body uses to regulate its fluid and salt equilibrium
(Cha 2020). However, the application of artificial intelligence also showed its
connected impact on individuals’ daily lives as well as on such questions as
data security and privacy. Regulation for the human-machine entanglement
is clearly needed.

Furthermore, an example at Mercedes-Benz clearly shows that the replace-
ment of the human workforce is still not as easy as sometimes claimed,
and that indeed, currently, human < > machine coexistence is here. Nor-
mally, in the automobile manufacturing process, robots and automation are
common. However, Mercedes-Benz key accounts increasingly demand more
customisation — which the robots were not able to deliver.

Therefore, the German automobile giant decided to replace the fully auto-
mated process with ‘cobots, or collaborative robots, which are robots designed
to physically interact with human beings in a shared workspace. These cobots
are controlled by humans, and are to be considered an extension of the
human’s body, facilitating the carrying and moving of heavy car parts. This
form of human < > machine collaboration enables an efficient and productive
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customization process, responding in real time to customers’ precise choices
with regard to leather seats, tyre caps, and so forth.

As in the automotive sector, AI will certainly trigger changes and evolutions
in the upcoming years in many sectors. Without a crystal ball, it will be difficult
to know where and how the coexistence of humans and machines will evolve.
However, it is crystal clear that the business world (and society at large) will
need to constantly adapt to advances in Al in order to keep up with the pace
(Kaplan and Haenlein 2020), or, to quote Benjamin Franklin: ‘When you're
finished changing, you're finished’
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CHAPTER 3

Digital Humanism: Epistemological,
Ontological and Praxiological
Foundations

Wolfgang Hotkirchner

Introduction

It seems a common agreement that due to certain progress made in Artificial
Intelligence (AI) and related fields mankind is facing a blurring of the human
and the machine such that humanism is put under pressure. Is humanism out-
dated and can it be renounced? Or does it only need an update? And if so, an
update in which direction?

There is discussion abound with pros and cons concerning technological,
military, sociological and philosophical aspects of Al Trans- and Post Human-
ism (Hofkirchner and Kreowski 2020). And there is a candidate for updating
humanism - Digital Humanism.

This term popped up in a Gartner Special Report published in April 2015.
The report had the title ‘Digital Business: Digital Humanism Makes People Bet-
ter, Not Technology Better’ and its summary makes clear what Digital Human-
ism was supposed to be about and what it is was not supposed to be about:
‘Digital humanism is the recognition that digital business revolves around
people, not technology. CIOs and business leaders who recognise that digital
business revolves around people’s value will see employee capabilities translate
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into product, service and market gains. The term did not refer to humanism as
a philosophical tradition.

This is in stark contrast to the intentions of German philosopher and former
minister Julian Nida-Riimelin who had used the term for a long time in lec-
tures before he published, together with Nathalie Weidenfeld, a book with the
title ‘Digitaler Humanismus’ (2018), for which the authors received the Bruno
Kreisky Prize from the Karl-Renner-Institut, Wien. The German term inspired
Hannes Werthner, the then Dean of the Faculty of Informatics at the Vienna
University of Technology (TU Wien), to translate it into English when he con-
vened a workshop in April 2019 that ended with a manifesto - the Vienna Man-
ifesto on Digital Humanism.

This manifesto is a call to deliberate and to act on current and future
technological development. We encourage our academic communities,
as well as industrial leaders, politicians, policy makers, and professional
societies all around the globe, to actively participate in policy formation.
Our demands are the result of an emerging process that unites scientists
and practitioners across fields and topics, brought together by concerns and
hopes for the future. We are aware of our joint responsibility for the cur-
rent situation and the future - both as professionals and citizens.

We must shape technologies in accordance with human values and
needs, instead of allowing technologies to shape humans. Our task is
not only to rein in the downsides of information and communication
technologies, but to encourage human-centered innovation. We call for
a Digital Humanism that describes, analyzes, and, most importantly,
influences the complex interplay of technology and humankind, for a
better society and life, fully respecting universal human rights.

Given these quotations from the manifesto (Vienna Manifesto on Digital
Humanism n.d.), Digital Humanism, meaning an update of humanism - of the
image of man - in the age of digitalisation, promises to become a label for an
answer to the questions raised above in a direction worth supporting, a direc-
tion not technology-driven but aiming at promoting a humane digitalisation.

This chapter at hand intends to contribute to philosophical, in particular,
philosophy of science aspects such as praxio-onto-epistemology developed
from the author elsewhere (Hofkirchner 2013), as sound foundations for
such an updated humanism. It aims at clarifying the following problem:

How can a relation between human and machine be established in thinking
and acting such that fallacies in theorising are avoided?

There are three ways of framing, modelling and designing the human and
the machine, in particular, computer, cyber technology, digitalisation, in rela-
tion. One way is conflation — the false assertion of identity of what is different.
Another way is the disconnection - the false assertion of a difference of what
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Table 3.1: Frames, models and designs in the perspective of conflations,
disconnections and combinations.

Conflations Disconnections Combination
Anthropo- Techno- Anthropo- | Techno- | Man-machine- | TechnoSocial
morphism morphism | centrism centrism | hybridity Systemism
Cross-disciplinary Mono- and multi-/inter-disciplinary | Transdisci-
plinary
Frames - - N - X . X
Sociological | Technologi- | Sociologism | Techno- | Methods mix | Systemic
colonisation | cal takeover logism complements
Monistic Dualistic Dialectical
Models | Anima Mechanism | Pride of Post- Man-machine- | Systems of
creation human hybrids systems
Assimilative Segregative Integrative
Design | techno sapiens | homo deus | Supremacy | Singulari- | Man-machine- | TA and design
tarianism | hybridisation |loop

is identical. And the last but not least way is the combination - the exercise to
find out what is identical (what do both sides have in common though they
might differ in some respects) and what is different (though they might have
something in common). This is the only way with the prospect of transgress-
ing falsehood.

The next three sections discuss these three ways in more detail. Frames, mod-
els and designs are dealt with. They refer to epistemological, ontological and
praxiological issues respectively, (see Table 3.1).

Conflations

It is conflation if what is widely known as anthropomorphism is the case - the
assertion of a human property in a realm where it is not an essential property.
But there is also a second kind of conflation - the assertion of a machine prop-
erty in a realm where it is not an essential property, which might, in analogy to
the term anthropomorphism, be labelled technomorphism. Both kinds of con-
flation should not be conflated. They belong to different ways of thinking and
acting and yield different results. Anthropomorphism is based upon a projec-
tion, while technomorphism is based upon a reduction. A projection projects
higher complexity onto lower complexity so as to simulate higher complexity,
while a reduction reduces higher complexity to lower complexity so as to simu-
late lower complexity. In the first case, you have an upgrading of complexity,
whereas, in the second case, you have a downgrading.

Let’s now turn to the discussion of how the anthropomorphic and techno-
morphic conflations work when framing, modelling and designing the relation
of human and machine, one by one.
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Cross-disciplinary Frames

Both anthropomorphism and technomorphism claim to use a common episte-
mology, a general frame of investigation for both human and machine.

But in the case of anthropomorphism, that frame is different from the tech-
nomorphic frame. Anthropomorphism extends the frame normally used in
social sciences and humanities to information technology. It does so on the
underlying assumption that those frames that are apt for social phenomena are
also apt to investigate phenomena that are technical. That is, it looks upon tech-
nical phenomena as if they were social ones and in doing so it carries over to
them expectations that they would show what social phenomena are showing.
Thus, anthropomorphism is open to apply the term intelligence when speak-
ing of artificial phenomena that shall be compared with human intelligence.
Attempts to establish electronic personhoods for Al applications are examples
of our inclination to anthropomorphising.

In the case of technomorphism, the situation is reversed. Methodologies that
are usually built for technological research cover social phenomena. Thus, they
convey expectations of technicality when applied in inquiries into social phe-
nomena. Social phenomena are deemed engineerable. Human intelligence can
be researched as if a phenomenon of an artefact. The human brain project of
the EU pertains to this kind of fallacy.

In any case, the respective frame cuts across social as well as technologi-
cal phenomena. The different disciplines of science are conflated - either
to a social science take of technical phenomena or a technological take of
social phenomena.

The current dominant approaches in social, human and arts research, on the
one hand, and in natural science and technology, on the other hand, are still
suffering from the divide between the two cultures as batptised by C. P. Snow
(1998) in the last century. The first culture has been laying the emphasis on a
qualitative methodology, while the second culture has been fixing a quantita-
tive methodology as a must. Of course, there have been transgressions of the
boundaries; ecology, pharmaceutics, or parts of physics have partly become
friends with anthropomorphisations — one step towards esotericism; psychol-
ogy, economics, or empirical social research are accustomed to performing as if
belonging to natural sciences — one step forward to their computerisation and
technisation as might be the case of computational social science.

Though the intent to find a general methodology for research in humans
and machines is commendable, neither attempt to let methodology stretch
across its own boundaries is a solution, as long as they are not taken up with a
third culture.

By applying a method of generating knowledge you will not get findings
other than those that are due to the method applied. The method applied is the
necessary condition on which a particular model is based.
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Monistic Models

Both anthropomorphism and technomorphism come up with a monistic ontol-
ogy. Being a human and being a machine are assumed to be identical. However,
the identity is constituted on the basis of their different framing ways.

Anthropomorphism is prone to stating that any machine resembles essen-
tially a human. Technomorphism is in favour of saying that any human resem-
bles essentially a machine. Anthropomorphism projects essential human
features - like disposing of intelligence — onto machines. Technomorphism
reduces essential human features - like disposing of intelligence - to features
of machines.

Projection and reduction follow a stepwise order of mediation.

The anthropomorphic projection runs through the following steps:

o In a first step, the essential features of sociality of humans, namely, that they
live in society governed by social relations, are projected onto the individual
actor, thereby making her a social being.

« In a next step, the essential features of this individual actor as social being
are projected onto the human body of the individual as a living being, by
which she is viewed as a bio-social being.

« In a further step, the essential features of this bio-social being are projected
onto the physical substrate of the bio-social being so as to yield a physico-
bio-social being.

« In a final step, the essential features of this physico-bio-social being are pro-
jected onto any mechanistic compartment of the physico-bio-social being,
so as to blur the distinction between the human and the machine.

Human(like)ness is conferred from human intelligence via mechanisms that
work in the human body and might be part of human intelligence to the
mechanics of artefacts. So, Al can be imagined as being humanly animated.
Anthropomorphism is hence close to ideas that conceive our planet as a living
organism, or the universe as ensouled or as a big natural computer.

The technomorphic reduction is carried out by a concatenation of the fol-
lowing steps:

« First, the essential features of the society of humans are reduced to those of
the individual actor. This is an individualistic fallacy.

o Second, the essential features of the individual social actor are reduced to
those of the human body. This is a fallacy of biologism, since the social fea-
tures of the individual are narrowed down to biotic features.

« Third, the essential features of the human body are reduced to those of its
physical substrate. This is a fallacy of physicalism, since the biotic features
of the body are narrowed down to physical features.
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« Fourth, the essential features of the physical substrate are reduced to those
of mechanisms. This is a fallacy of mechanicism, since the physical fea-
tures of the substrate are narrowed down to mechanical features. The term
mechanical denotes here having the property of strict determinism. The
physical world is not full of mechanisms only.

According to technomorphism, human intelligence boils down to a mere
mechanical capacity that artefacts can be made capable of.

Monistic models that conflate human and machine form necessary condi-
tions for particular design practices.

Assimilative Designs

Both anthropomorphism and technomorphism recommend an indiscrimina-
tive strategy when it comes to praxiology. Praxiology is a term that comprises
those parts of philosophy that, apart from epistemology and ontology, deal
with issues that are suitable for the general guidance of human practice such
as values and norms; ethics, aesthetics or axiology belong to this class of philo-
sophical disciplines. Praxeology is the name of a certain school of praxiology.

According to the conflationist suggestions, human and machine shall be
treated in one and the same way. But they have different beliefs of how the
activity shall be guided.

Anthropomorphism renders the humans colonised by machines, if it declares,
in account with its projective ontology and epistemology, that machines shall
be treated like humans. By adding to machines a value that is improper, humans
become assimilated to them. The design of machines aims at producing ‘techno
sapiens’ (Wagner 2016) — autonomous beings endowed with AI that delimits
the generic autonomy of humans and ignores the fact that the evidence of intel-
ligence that is based on the observation of behaviour only is no robust evidence
at all (think of the Turing test that, actually, proves how easily human compre-
hension can be fooled).

The technomorphic credo runs the other way around: not machines shall
be treated like humans but humans shall be treated like machines. This is
at the same time the motto of transhumanism. The design aims at ‘homo
deus’ (Harari 2016) by perfecting the species with artificial means, includ-
ing the enhancement of their intelligence. Humans shall be engineered to be
optimised. In that humans shall become machines themselves, humans are
assimilated to machines, again.

Disconnections

Disconnections are the opposites of conflations. They come up as results of dis-
junctive ways of thinking and acting. The human and the machine are disjoined
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and separated so much that they don’t seem to have anything in common. Dis-
connections come in three variants — one comes as focus on the human with
disregard for the machine, another as focus on the machine with disregard for
the human, and a last one as focus on an interaction of disjoint humans and
machines. The first disconnection is anthropocentric, the second technocen-
tric, and the third hybrid, that is, human-machine-interactive. As to complex-
ity, all variants presume self-contained degrees of complexity independent of
any other complexity.
Let’s again discuss the frames, models and designs of the three variants.

Disciplinary Frames

In epistemology, all variants agree that data of the human or data of the
machine need each a frame of their own. In contrast to the cross-disciplinarity
of the conflationist frames, they represent different supporters of discipli-
narity. Anthropo- and technocentrism form a group of adherents of mono-
disciplinarity and hybrid human-machine-interactivism follows multi- or
inter-disciplinarity.

Mono-disciplinarity means intra-disciplinary research, it goes inside one
discipline. Anthropocentrism claims social science and humanities methods
for social and human data, technocentrism claims technological methods for
technical data. Since in the first case the role of the lead science is attributed
in that context often to sociology, the anthropocentric frame can thus
run under the label sociologism. The technocentric frame might be called -
analogically - technologism. Sociologism gives technological issues no atten-
tion. Thus, it does not care about artificial intelligence. Technologism is another
methodological choice that is found at departments of computer science and
others throughout the world. It is nourished by the condition of competitive
excellence in one’s own discipline and Al is one of the important fields and it
has been diversifying into related fields like Autonomous Systems, Deep Learn-
ing etc. Both sociologism and technologism add to the existence of two cultures
instead of trying to overcome them.

Multi-disciplinarity ‘includes several separate disciplines, e.g., when
researchers from different disciplines work together on a common problem,
but from their own disciplinary perspectives’ (Burgin and Hofkirchner 2017,
2). Multi-disciplinarity is a rather undeveloped state of working together.
Inter-disciplinarity ‘involves interaction and coordination between several
disciplines aimed at the development of knowledge in these disciplines, e.g.,
when researchers collaborate transferring knowledge from one discipline to
another and/or transforming knowledge of one discipline under the influence
of another discipline’ (Burgin and Hofkirchner 2017, 3). But despite cursory
exchanges at points of intersection, disciplines keep themselves reciprocally
exclusive without significant change - think of Science-Technology-Society, of
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Informatik und Gesellschaft in German-speaking countries and else. Hybrid
human-machine-interactivism tries a mix of particular frames. As long as a
third culture will not be under consideration, a mixed frame will not transform
the encounter of human intelligence and Al into a consistent approach.

Those deficient epistemological frames are a shaky premise for ontologies.

Dualistic Models

As to ontologies, anthropo-, technocentric and interactivist models are used to
dualism instead of monism as in the case of anthropo- and technomorphism.
Human and machine are assumed to be disjunct and to belong to different
classes of the real world.

The main point of anthropocentrism is that the human is incommensurable
with a machine. Humans and society are modelled as something completely
different from a machine. Man is not a machine. Man is unique. Idealistic and
spiritualistic positions would share such an approach. Humans are regarded as
sentient, robots as corpses. Human intelligence is not mechanical.

What the anthropocentric ontology holds for the human, technocen-
trism holds for the machine. The machine is modelled as something that
avoids human error. This makes machines unique. Technophilia as in trans-
and posthumanism are examples of such a position. Machine intelligence is
not human.

While the anthropocentric and the technocentric models hypostatise the
uniqueness of either the human and social or the machine, the hybrid, interac-
tivist model focuses on the interaction of both sides that enter the interaction
as independent entities. But since the different degrees of complexity of both sides
are not taken into consideration, a plural network is hypostatised that obscures
the effective working of the interaction. This is the result of using the frames of
multi- and inter-disciplinarity. Examples are the flat ontologies in Bruno
Latour’s Actor-Network Theory (ANT) (Latour 2006), which conceives humans
and machines as ‘actants, as well as sociomaterialism (Barad 2012, Suchman
2007), which conceives of generic ‘intra-action’ of agents with their ecologies.

Dualistic models that cannot avoid the disconnection of human and machine
are the proper basis for designs that segregate.

Segregative Designs

Anthropocentric, technocentric and interactivistic designs follow the
pattern of segregation. The human and the machine shall be treated in discrimi-
native ways.

Anthropocentrism holds that the human shall be treated better t