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Preface 

The 1st International Conference on Novelties in Intelligent Digital Systems 

(NIDS2021) was held in Athens, Greece, under the auspices of the Institute of 

Intelligent Systems (IIS). The Hosting Institution of the conference was the University 

of West Attica (Greece). NIDS2021 was implemented virtually due to COVID-19 

restrictions, on the scheduled dates, that is from September 30 to October 1, 2021.  

NIDS lays special emphasis on the novelties of intelligent systems and on 

interdisciplinary research which enables, supports, and enhances Artificial Intelligence 

(AI) in software development. It promotes high-quality research, creating a forum for the 

exploration of challenges and novel advancements in AI.  

NIDS addresses experts, researchers and scholars in the fields of artificial and 

computational intelligence in systems and in computer sciences in general, enabling them 

to learn more about pertinent, strongly related and mutually complementary fields. It 

triggers an exchange of ideas, reinforcing and expanding the network of researchers, 

academics, and market representatives. 

Topics within the scope of NIDS series include, but are not limited to:  

Adaptive Systems  Intelligent Information Systems  

Affective Computing  Intelligent Modeling  

Augmented Reality  Machine Learning

Big Data  Medical Informatics

Bioinformatics  Mobile Computing

Cloud Computing  Multi-Agent Systems

Cognitive Systems  Natural Language Processing  

Collaborative Learning  Neural Networks

Cybersecurity Pattern Recognition

Data Analytics  Personalized Systems and Services  

Data Mining and Knowledge Extraction Pervasive Multimedia Systems  

Decision Making Systems  Recommender Systems

Deep Learning  Reinforcement Learning

Digital Marketing  Semantic Web Applications  

Digital Technology  Sentiment Analysis

Distance Learning  Serious Gaming

E-Commerce Smart Cities

Educational Data Mining  Smart Grid

E-Learning  Social Media Applications

Environmental Informatics  Social Network Analytics

Expert Systems  Text Mining

Fuzzy Systems  Ubiquitous Computing

Genetic Algorithm Applications User Modelling

Human-Machine Interaction  Virtual Reality

Information Retrieval   Web Intelligence

v



The Call for Scientific Papers solicited work presenting substantive new research 

results in using advanced computer technologies and interdisciplinary research for 

enabling, supporting and enhancing intelligent systems. The Posters Track provided an 

interactive forum for authors to present research prototypes and work in progress to the 

conference participants. 

The international Program Committee consisted of 50 leading members of the 

Intelligent Systems community, as well as of highly promising younger researchers. The 

Conference (General) Chairs were Cleo Sgouropoulou and Ioannis Voyatzis from the 

University of West Attica (Greece), whereas the Program Committee Chairs were Claude 

Frasson from the University of Montreal (Canada), Katerina Kabassi from Ionian 

University (Greece), and Athanasios Voulodimos from the University of West Attica 

(Greece). 

Scientific papers were reviewed rigorously by two and in some cases by three 

reviewers (one of which was senior) through a double-blind process, thus reflecting the 

commitment of the IIS academic community to make NIDS a top-flight, selective, high-

quality conference. We believe that the chosen full papers describe some very significant 

research, the short papers reflect some very interesting new ideas, while the posters 

present research in progress that deserves close attention. In the review process, the 

reviewers’ evaluations were generally respected. The management of the review process 

and the preparation of the proceedings were handled through EasyChair.  

We would like to thank all those who have contributed to the conference: the authors, 

the Program Committee members and the Organization Committee with its chair, Kitty 

Panourgia, as well as the Institute of Intelligent Systems. Special thanks to Christos 

Troussas and Akrivi Krouska to have launched and carefully followed this conference. 

We are also thankful to our conference sponsor, the Entropy journal (MDPI) for their 

financial contribution to the Best Paper Award. 

 Claude Frasson 

 Katerina Kabassi 

 Athanasios Voulodimos 
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An Alternative Educational Tool Through 

Christos TROUSSAS1, Akrivi KROUSKA, Filippos GIANNAKAS, Cleo 

SGOUROPOULOU, Ioannis VOYIATZIS 

Department of Informatics and Computer Engineering 
University of West Attica, Greece 

Abstract. During the COVID-19 period, education has been required to reform and 
adapt to a modern, imposed paradigm in which all of its activities must be delivered 

in a completely digital format. As a result, in light of this pressing need, educational 

institutions should either repurpose existing facilities, such as learning management 
systems, or develop new online education options in a timely manner. In view of the 

above, this paper proposes an alternative educational tool over Facebook by 

exploiting the technology of social networking. This Facebook-based application 
was used as the sole platform for supporting asynchronous learning of high school 

students in the tutoring of mathematics during the COVID-19 lockdown. This 

modern educational approach through Facebook encompasses interactive software 
which involves an e-class environment with social characteristics, multimedia-based 

learning material delivery and learning activities and assessment of different types. 

The presented Facebook-based interactive educational software has been evaluated 
by school students with very encouraging results. 

Keywords. Coronavirus, COVID-19, education, Facebook, online learning, 

technology, social networks. 

1. Introduction 

In the era of COVID-19, education has been forced to reform and adapt to a new, imposed 

reality where all its activity must be conveyed in a fully digital way. As such, in view of 

this compelling need, education institutes should either use their already existing 

equipment, namely platforms, or to offer new possibilities of online education within a 

reasonable time. Until the time the pandemic appeared, education institutes worldwide 

have mainly incorporated Learning Management Systems (LMSs) that can support 

online learning either in the form of solely electronic or blended learning. Blended 

learning combines the traditional classroom learning with online learning, in which 

students can, in part, control the time, pace, and place of their learning [1]. 

Indeed, educators report2, in a percentage of over 90%, that they use one LMS, while 

in a percentage of over 85% they believe that through LMSs, education can be further 

enhanced. From students’ perspective, they use only the basic features and functionalities 

 
1 Corresponding Author; E-mail: ctrouss@uniwa.gr. 
2 https://www.educause.edu/ecar 
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of the LMSs, and dislike the others that require more engagement [2]. The e-lesson is the 

core component of the LMSs. Each lesson is an autonomous entity on the platform that 

incorporates a number of subsystems [3]. Essentially, the course is a modular structure 

that is organized and managed by the responsible instructor, depending on the material 

and the e-learning model s/he adopts (from a simple informative educational website to 

a fully dynamic learning environment).  

At the same time, social networking sites have evolved thanks to the second 

generation of the internet (web 2.0) [4,5] and their users can, on the one hand, publish 

the content they want and, above all, interact with each other. One representative 

example is Facebook, which has been also used in the educational settings [6]. According 

to previous studies [7], Facebook has been used for self-directed learning, with the 

potential for cooperative teaching. This is to be anticipated, given that Facebook's 

integrated module for offline and instant messaging can facilitate contact between 

learners and their educators. Researchers [8-10] emphasize the use of Facebook in 

education because it offers a pleasant interface for promoting learner-computer 

communication, teamwork, and the exchange of knowledge and materials. As a result, it 

is crucial that tutors all over the world concentrate on the integration of such technology 

into education, as well as the aspects that can help with the adoption of educational 

platforms that result from them. Furthermore, according to the authors of [11], 

educational institutes should encourage learners to incorporate Facebook into their 

learning scenario in order to develop their knowledge and capacities. Indeed, learners are 

increasingly requesting the use of social media practices in their studies.  

Concerning the incorporation of Facebook in instructional settings, research efforts 

[12-20] have mostly highlighted the interaction of learners and instructors in its social 

media environment; however, so far, instructors have not used it as the sole tool for 

supporting education, but they believe that it can offer learners a pleasant and effective 

learning experience. 

In view of the above, this paper presents an alternative educational tool through 

adaptive software over Facebook in the era of COVID-19. More specifically, the 

presented application has been used as an alternative of LMSs during the imperatively 

imposed online education as a result of the pandemic. This paper exploits the technology 

of social networking and proposes an alternative educational approach through 

interactive software over Facebook. This application was used as the sole platform for 

asynchronous learning by high school students in the tutoring of mathematics during the 

COVID-19 lockdown. This modern educational approach through Facebook 

encompasses interactive software which involves an e-class environment with social 

characteristics, multimedia-based learning material delivery and learning activities and 

assessment of different types. 

2. Description of modules 

This section provides an overview of the system’s main modules, focusing on its user 

interface, learning material delivery and e-assessment. 

C. Troussas et al. / An Alternative Educational Tool Through Interactive Software over Facebook4



2.1. E-class environment  

For the environment of the e-class, the Facebook groups are utilized. Facebook groups 

provide a closed space for small groups of users who can communicate in the contexts 

of their educational interests. A group can be created to resemble an e-class for teaching 

a specific domain. Group members can chat, exchange messages, post text, link to 

websites, videos, photos and photo galleries, create and collaborate on shared text files, 

add files of various types as well as create events. Also, they can receive a notification 

when a member makes posts in the group. Such posts can be the upload of learning 

material or assessment. In terms of privacy, a group can belong to one of the following 

categories: i) open, ii) closed and iii) secret. In closed and secret groups, on the one hand 

the new members are accepted or added by the pre-existing ones and on the other hand 

the posts are visible only to the group members. The difference between closed groups 

and secret groups is that closed groups are visible to both members and non-members of 

the group, while secret groups are visible only to group members. Accessing Facebook's 

open and closed groups is similar to accessing the open and closed courses of e-learning 

systems.  

The collaborative teaching method can be supported by the Facebook social 

networking program, through the groups that can be created. Students can communicate 

with their classmates and their teacher and then discuss the relevant information in class. 

Teachers can post files, activities, presentations, organize events and remind students of 

various events. All team members can see the posts but also interact. The interaction can 

be done in two ways: 

� with a comment, where they can express their views in text or post relevant 

links and related photos and videos and 

� by adding a reaction to express their dis/agreement with the post. Also, instead 

of a “Like”, they can react by choosing one of the following: “Love”, “Haha”, 

“Wow”, “Sad”, “Angry”. 

The role of teachers is mainly coordinating-guiding. In web 2.0 applications, the 

focus is placed on the student and for this reason it is necessary to adjust and differentiate 

the role of the teacher. 

C. Troussas et al. / An Alternative Educational Tool Through Interactive Software over Facebook 5



 

Figure 1. Environment of the e-class. 

2.2. Learning material delivery  

The learning material is delivered to learners in the form of text, images, videos and 

audio and external website links (Figure 2). As such, the learners have the opportunity 

to study better according to the way of learning they prefer. For instance, if they are 

visual learners, then they can choose to see an image or watch a video. The domain to be 

taught included mathematical concepts, such as natural, decimal and positive/negative 

numbers, percentages, fractions and equations.  

 

Figure 2. Learning material delivery. 
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 2.3. Learning activities and assessment 

Through the platform, the students have the opportunity to assess their knowledge level, 

which is of utter importance in online learning environments [21,22]. Towards this 

direction, the Facebook application had multiple quizzes for each one of the chapters 

being taught as well as revision exercises (Figure 3). The exercises were of several 

different types, such as multiple choice and file upload. Especially in the multiple-choice 

questions, the system provided automated feedback to students in order to motivate them 

towards advancing their knowledge.  

The progress of learners is also monitored; with the option of group statistics, the 

instructor can have an overview about the degree of completion and monitoring of the 

submitted activities by students. With the option of getting results from the quiz, the 

instructor has a complete picture of the students' answers, so that the evaluation can be 

carried out both qualitatively and quantitatively. 

 

 

Figure 3. Learning activity. 

3. Experimental results and Discussion 

This section presents an evaluation of the presented Facebook-based application. The 

first part of the evaluation involves the perception of learners, while the second part 

describes the assessment of their knowledge level advancement. 

The population of the experiment includes 60 students in the first years of a public 

high school in the capital city of the country (population A). Also, at the time of the 

experiment, the students had reached the minimum legal age to have a Facebook 

C. Troussas et al. / An Alternative Educational Tool Through Interactive Software over Facebook 7



account3.The experiment took place during the COVID-19 lockdown for a period of 4 

months. The students have used the presented Facebook application, as the only tool of 

asynchronous learning, for the following reasons: a) download the learning material, b) 

communicate with peers/instructors, c) take quizzes, d) ask and resolve possible 

questions, e) interact in the e-learning environment. Apart from the asynchronous 

learning offered by the application, the students also had synchronous meeting with the 

instructors via corresponding tools. The evaluators described the user interface and 

functionalities of the application to students. After the period of the four months, the 

participants were asked to answer the following questions (5-Point Likert Scale: 1-

Strongly disagree; 2-Disagree; 3-Neither agree nor disagree; 4-Agree; 5-Strongly agree): 

� Question 1: Did the software assist you in advancing your knowledge?  

� Question 2: Was your stance toward e-learning technology changed as a result 

of this experience?  

The results are presented in Fig. 4. Analyzing the results, it can be inferred that a) 

students have reached the learning objectives and met the desired outcomes, namely the 

knowledge acquisition has been achieved in a high rate, b) the type and number of 

learning activities were appropriate to the knowledge level of students, c) the system is 

easy to use and its interface is friendly, d) students are very engaged and motivated 

throughout their interaction with the system. 

 

 

Figure 4. Results. 

 

The second part of the evaluation includes the assessment of the improvement of the 

students’ knowledge level. Using students’ t-test, we compared the grades of the 60 

students (population A) that used the presented Facebook application with other 60 

students (population B) who are also in the first years of the same public high school. 

 
3 https://www.facebook.com/help/157793540954833 
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Population B used Edmodo4, which is an educational platform that refines the concepts 

of social networking and adapts them for use in a classroom, during the same period of 

time and for the same reasons, i.e. asynchronous learning. The grades of students were 

between 0 (lowest) to 20 (highest). 

 

Table 1. Results of t-test. 

  Population A Population B 

Mean 
15,93333333 14,81666667 

Variance 
7,114124294 7,982768362 

Observations 
60 60 

Hypothesized Mean Difference 
0 

 

df 
118 

 

t Stat 
2,226154971 

 

P(T<=t) one-tail 
0,013951352 

 

t Critical one-tail 
1,657869522 

 

P(T<=t) two-tail 
0,027902703 

 

t Critical two-tail 
1,980272249 

 

 

The grade averages of the two populations were compared. Table 1 summarizes the 

findings. According to the findings, the performance of Population A (15.93) 

outperformed the performance of Population B (14.81). We also note that P(T<=t) two-

tail value is less than 0.05. This indicates that the difference in performance between the 

two means is statistically significant. Based on the t-test results, it can be inferred that 

the provided scheme, which is a social e-learning application over Facebook, helps the 

students to enhance their performance on the domain taught. 

4. Conclusions 

This paper presents a modern way of online education beyond the established LMSs. 

Students can perceive an alternative way to use Facebook, apart from its social dimension. 

As presented in this paper, this modern educational approach through Facebook 

encompasses interactive software which involves an e-class environment with social 

characteristics, multimedia-based learning material delivery and learning activities and 

assessment of different types. 

Students can interact and communicate with peers, exchange ideas, collaborate and 

express themselves in a variety of ways. Comments become arguments as students think 

about the style and way they can comment. This cultivates creativity and the expression 

of emotions and thoughts. Submitting comments allows students to express their views, 

whether they agree or disagree, which helps to cultivate the self-awareness of team 

members. Consequently, smooth socialization is promoted, since student-centered 

discussions and collaborative learning in groups cultivate responsibility and positive 

relationships between groups. 

 
4 https://new.edmodo.com/ 
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Through the use of the presented Facebook-based educational tool, students can be 

more engaged during the educational process. On top of that, their technological skills 

can be strengthened and expanded. The presented application has been evaluated using 

questionnaire and t-test with very promising results, showing the acceptance by its users 

and knowledge advancement of students. Future steps include the exploration of different 

social media platforms as educational tools. Also, a more extensive evaluation is in our 

future plans.   
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Forced �-Greedy, an Expansion to the �-

Greedy Action Selection Method
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Abstract. Reinforcement Learning methods such as Q Learning, make use of action 
selection methods, in order to train an agent to perform a task. As the complexity of 

the task grows, so does the time required to train the agent. In this paper Q Learning 

is applied onto the board game Dominion, and Forced �-greedy, an expansion to the 
�-greedy action selection method is introduced. As shown in this paper the Forced 

�-greedy method achieves to accelerate the training process and optimize its results, 

especially as the complexity of the task grows.

Keywords. Q Learning, action selecti�����-greedy, forced �-greedy

1. Introduction

Reinforcement Learning (RL) methods such as Q Learning, Monte Carlo Trees and deep 

Q Learning have become popular over the past few years. The goal of RL is to train an 

agent to make the best decisions in order to complete a specific task, which could be as 

simple as getting out of a maze in the fastest way possible, or as complex as finding the 

best strategy in order to win a board game. Many researchers use board games to test 

new methods of RL. Backgammon [1], the game of go [2], [3], Othello [4], [5], the 

settlers of Catan [6], [7] and other classic board games, were used to create AI agents 

that evolved strategies through playing the actual game, instead of their choices being 

controlled by a handwritten deterministic code. Strategies developed by RL agents can 

be so successful, that they are being adopted worldwide by human players, as 

demonstrated by G. Tesauro [1].

Not only must the agent be successful in completing the desired task, but the training 

process must also be as fast as possible. The choice of the action selection method during 

the training can be crucial in achieving the best possible results, as well as how fast those 

results are being achieved. The most popular action selection ��	
��������-greedy and 

softmax [8]. Quite a few attempts have been made in order to improve those methods. 

��������	
��������	�����-greedy [9], [10], temporally-��	�������-�����������������-

BCM [12], wh��
���������������������������
�	���-greedy.

Some different approaches of RL have been tested on the board game Dominion. 

Researchers used Monte Carlo trees [13], [14], [15], others combinations of artificial 
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neural networks [16], and even balancing cards sets [17] was researched. In this paper Q

Learning is applied on the card game Dominion. Our goal is to train an agent able to 

oppose and dominate over AI opponents, who use popular strategies developed by 

human players. We also test a new expansion to �-greedy method, defined as the Forced 

�-greedy, in order to accelerate the training. The agent trained with this new method not 

only achieves better wining rate, than the one trained with the classic �-greedy method, 

but the training process is much faster.

2. Reinforcement Learning

The purpose of reinforcement learning (RL), is to train an agent to perform a task, 

through interaction with the environment and by using the trial and error method. Firstly

we create a virtual episode of the problem, and define the environment as everything else, 

except for the agent in training. The environment’s current state (�) is described by 

several variables, which are provided to the agent. Then the agent has to make a choice 

between all possible actions �(�) given the current state of the environment. The choice 

is made based on a policy �(�, �). After the action is performed, the agent receives a 

numerical reward (�), as well as the environment’s new state (��). The task of the agent 

is to find an optimal policy ��(�, �), in order to maximize the cumulative rewards. To do 

so the agent, at the beginning of the training, assigns a random value �(�, �) to every 

state-action pair, which equals to the expected reward if he takes action �, when the state 

is �. Every time the agent finds itself to the same state �, taking the same action �, he 

updates the value of �(�, �), for that state-action pair. After many iterations, and after 

passing all possible states, the agent will have an optimal approximation of the true 

values of the �(�, �) function. The best policy ��(�, �) then is proven [8] to be the greedy 

policy, in which the agent always selects the action with the highest  �(�, �) value, 

among all possible actions, in order to maximize the cumulative reward.

2.1. Exploration versus Exploitation

When an agent follows the greedy policy, it is considered an exploitation of current 

knowledge, in order to maximize the reward. This policy works well when the values 

of �(�, �) function are the correct ones. But at the start of the training we assign random 

values to the �(�, �) function. If the agent follows the greedy policy during the training, 

he will never explore some actions, which have lower � values than others, therefore he 

may not find the optimal solution to the problem.

During the training process it is better to use a policy that allows the agent to explore 

alternative actions, even if they have low � values. It is not wise though to let the agent 

make random choices, because then the training time would be huge. It would be better 

for the agent to focus on the actions with higher � values, in order to get a better 

approximation of them, but occasionally to explore, in order to find better actions that 

have been assigned low � values by chance.

Such action selection methods, which match those criteria, are �-greedy and 

softmax. The �-greedy method states that the agent chooses the greedy action with 

probability 1 � 	, and a random action with probability 	, where 	 is a number between 

zero and one. When 	 equals zero the agent becomes greedy, and when 	 equals one the 

agent always chooses random actions. According to the softmax method, the agent 
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chooses an action  
 with probability  �(�) shown in Eq. (1), where  � is a positive 

parameter called temperature and  the number of possible actions in the current state of 

the environment. In the limit where  � � 0 the agent becomes greedy, while higher 

temperatures make all the actions equiprobable.

�(
) =
��(�)/�

� ��(�)/��
���

 (1)

2.2. Temporal Difference Learning

Temporal Difference learning (TD) is a method of updating the values of  �(�, �)
function. Temporal difference learning methods are divided into on policy (S.A.R.S.A.) 

and off policy (Q Learning). The difference between them is that in S.A.R.S.A. we 

estimate the � values for the policy the agent uses to make choices, while in Q Learning 

we estimate the � values for the greedy policy, regardless which policy the agent uses. 

In both methods, a virtual episode of the process is created, and random values �(�, �)

are set, for every state-action pair. The agent finds themselves at the initial state ��, and 

�����	��	
���	����	��	!����	"�����������������	��������	
������	
���-greedy or by the 

softmax method. 

In S.A.R.S.A., at every time step of the episode the agent finds the environment in a 

state � and selects an action �, based on the �(�, �) value. Then the agent receives a 

reward  � as well as the environment’s new state  ��. The agents then selects another 

action �� with �(��, ��) value and updates �(�, �) as shown in Eq. (2), where � is the 

learning rate and � is the discount factor. This process is repeated until the episodes 

terminate. After the simulation of a large number of episodes the estimates of the �
values will converge to the true values.

�(�, �) = �(�, �) + � � [� + � � �(��, ��) � �(�, �)] (2)

During Q Learning the update of �(�, �) is quite different. Instead of waiting until the 

next action ��, the agent updates �(�, �) immediately after taking an action, using the 

maximum � value of all the possible actions �� at the new state ��, as shown in Eq. (3). 

�(�, �) = �(�, �) + � � [� + � � max
��

�(��, ��) � �(�, �)] (3)

3. Dominion Board Game

Dominion is a card game, consisting of three types of cards, treasure cards, victory cards 

and kingdom cards. Treasure cards are the currency of the game providing coins when 

played. There are three kinds of treasure cards, copper that provide one coin, silver that 

provide two coins and gold that provide three coins. Victory cards cannot be played, but 

they are worth points, and acquiring as many as possible of them, is the way to win. 

Estates worth one point, duchies worth two points, provinces worth three points, while 

curses worth minus one point. There are many different kingdom cards, with each one 

having a different effect when played.

Each player starts the game with a deck of ten cards, seven coppers and three estates. 

The remaining treasure and victory cards are placed in piles, and ten piles of kingdom 
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cards are created, each consisting of ten cards. The players draw five cards from their 

decks, and take turns, starting with the first player. Each turn has three phases, action 

phase, buy phase and clean-up. At the action phase the active player can play one 

kingdom card from his hand. Kingdom cards have various effects, as card drawing, 

providing additional actions or buys, etc. At the buy phase, the active player can buy one 

card, or more if he has gained additional buys at the action phase, paying the cost of the 

bought cards by playing treasure cards from his hand. Finally at the clean-up phase, the 

active player discards his hand, as well as all the cards he played and bought, and draws 

five new cards from his deck. If the deck runs out of cards, he shuffles the discarded 

cards to create a new deck. The players keep taking turns until the provinces pile is 

empty, or three or more other piles are empty, whichever comes first, and the game ends. 

The player with the most points is the winner.

3.1. JDominion

A training and testing environment was created, written entirely in Java, called 

JDominion. The application allows the creation of two, three or four player games, and 

the option to train using the Q Learning method or test the agent. The ten kingdom cards, 

which were integrated in the application, as well as a small description and their prices 

are shown in Table 1. An AI opponent was created in order to train and test the agent, 

Money. The Money policy buys only silver and gold treasure cards, until two gold cards

are present in the deck, from that point on it is also possible to buy victory cards. The 

money policy was also used by Winder [16], to train and test his agent.

Table 1. Kingdom Cards

Kingdom Card Description Price 

Festival +2 actions, +1 buy, +2 coins 5 

Chapel Thrash up to four cards from your hand 2 

Bazaar +2 actions, +1 card, +1 coin 5 

Adventurer Reveal cards from your deck, until you draw two treasure 

cards 

6 

Conspirator +2 coins, if you played three or more actions +1 card, +1 

action 

4 

Smithy +3 cards 4 

Moneylender Thrash a copper from your hand, if you do +3 coins 4 

Village +1 card, +2 actions 3 

Woodcutter +1 buy, +2 coins 3 

Workers village +1 card, +2 actions, +1 buy 4 

The JDominion application, not only trains the agent, but also tests the efficiency of 

the trained agent, alongside with the training. After every 10.000 games, the training 

process stops temporarily, and 10.000 testing games are conducted, using the same 

number of players as the training games. During the testing games the agent uses the 

greedy policy, according to how the values of the Q function have shaped so far. The 

results of the training and the testing games are stored, as well as various other statistics, 
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like the average number of each card bought during the game, the maximum and the 

minimum number of each card bought etc. The application also stores the current values 

of the Q function, the values of the Q function for which the testing games had the best 

results, and the number of times the agent has found himself to every specific state-action 

pair during the training. The JDominion application can be found online at 

https://sourceforge.net/projects/jdominion/files/.

4. Results

To define the state of the environment several variables were used as shown in Table 2. 

For every variable we used an upper bound, in order to diminish the total number of 

different state-actions pairs. Two sets of training games were conducted, the first with 

the agent against one AI opponent (two players game) and the second with the agent 

against three AI opponents (four players games).That is because in four player games the 

provinces pile, tend to exhaust faster, causing the game to end in a lower number of turns 

than the two players games. So the strategy the agent evolved in the slow two player

games, isn't proved to be successful in the fast four player games, and vice versa. Also 

we chose different upper bound for four players games and for two players games .The 

upper bound in each case, was chosen as the rounded up average of every variable, which 

we found during preliminary training games [18].

Table 2 Variables used to describe the environment

Four players games Two players games

Variables Upper bound Number of states Upper bound Number of states

Number of turns 12 13 19 20 

Copper cards in deck 8 2 8 2 

Silver cards in deck 4 5 6 7 

Gold cards in deck 2 3 4 5 

Festivals in deck 1 2 1 2 

Chapels in deck 1 2 1 2 

Bazaars in deck 1 2 1 2 

Adventurers in deck 1 2 1 2 

Conspirators in deck 1 2 1 2 

Smithies in deck 1 2 2 3 

Moneylenders in deck 1 2 1 2 

Villages in deck 1 2 1 2 

Woodcutters in deck 1 2 1 2 

Workers villages in 

deck
1 2 1 2 

Possible buys  18  18 

Total number of states  7.188.480  38.707.200 
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The purpose of the training was for the agent to learn the best card to buy in every 

round, in order to win the game. So with 18 different choices in every round, the total 

number of state-action pairs was 7,188,480 for four player games, and 38,707,200 for 

two player games.

4.1. Forced Exploration

The action selection method used during ��	
���	����� 	�������"���-greedy, with 	 =

0.2 , the learning rate  � = 0.2 and the discount factor  � = 0.95 , which are the 

recommended values by R. Sutton [3]. Training games with different values for these 

parameters were conducted, but the results were worst, so we fixed their values as above. 

Although the total number of different state-action pairs was quite large in both cases, 

we found that the agent only explored only a small portion of them. In the case of four 

player games, after 10,000,000 training games, the agent explored 27.2% of the state-

action pairs (1,958,822 of 7,188,480) and only in 11.1% (800,087 of 7,188,480) he chose 

the action, given the state, more than 10 times. In the case of two player games, after 

15,000,000 training games, the corresponding numbers are 24.1% (9,358,686 of 

38,707,200) and 8.4% (3,265,873 of 38,707,200).

#��������	��������	
�����	�	����������������"�����	��������������	��	
���-greedy 

��	
���� 	
	�"��������$�������-greedy. To apply this method, we kept track of how

many times during the training the agent visited every state-action pair, and we named 

every visit a “pass”. Before the agent select the actions, he checks the passes of every 

possible action he can take. If there is an action with less than 10 passes, he selects that 

action. If there are more than one actions with 10 or less passes, he selects the one with 

the least passes, and if two or more have the least passes he selects one at random. Finally 

if all the actions have 10 passes or more he selects his ���	��	����"�	
� 	
���-greedy 

action selection method. The training for both two and four player games was repeated,

&�����	
����������-���������	
��*�+������
	������������	
��$�������-greedy method to 

prefer actions with less than 5 passes instead of 10 in the case of four player games, due 

to the smaller total number of states. As we can see in Table 3, we forced the agent to 

explore significantly more in both cases.

Table 3. State-actions pairs explored for classic and forced �-greedy

 Two players games Four players games 

 ��������	-
greedy 


�����	-
greedy 

��������	-
greedy 


�����	-
greedy 

Total Number of states 7,188,480 7,188,480 38,707,200 38,707,200 

Number of states 

explored 

1,958,822 2,830,574 9,358,686 15,009,555 

Number of states 

explored (%) 

27.2 39.3 24.1 38.7 

Number of states with 

more than 10 passes 

800,087 1,213,700 3,265,873 5,702,073 

Number of states with 

more than 10 passes (%) 

11.1 16.8 8.4 14.7 
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In order to verify our results the training for both methods was repeated, for both 

two and four player games, ten times. In Figure 1 we can see the average winning rate of 

the agent (5 point moving average) for the four player games, for both classic and forced 

�-greedy. ;
����������-greedy method has slightly better results, as the agent reaches the 

������"��������	����������	
��	
�����	�	������"�	
�	
����������-greedy method.

Figure 1. Average winning of Classic and Forced �-greedy (4 player games)

In Figure 2 we can see the average winning rate of the agent (5 point moving 

average) for the two player games this time, for both classic and forced �-greedy. The 

agent trained with the forced �-greedy method, not only is faster, but his average winning 

rate is better, which suggest that he found a better strategy, than the agent trained with 

the classic �-greedy method. The large number of total states, clearly favors the forced 

�-greedy method.

Figure 2. Average winning of Classic and Forced �-greedy (2 player games)
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In the case of the two player games, the success of the trained agent is slightly better 

than the one trained by Winder [16], who also tested his agent against the money policy, 

and found that the agent wining rate was 74.7%. The agent trained with the Forced �-

greedy method had average wining rate of 76.9% (the best result found during training).

5. Discussion and Future Work

In Q Learning, it is crucial to give the agent the option to explore new states, in order to 

find the optimal solution for the task at hand. Given the update algorithm of the Q values 

for every state-action pair, it is clear that with every update we get a better approximation 

of the true Q value. With the classic �-greedy method, the agent only by chance selects 

low Q value actions. If the number of the total state-action pair is small, ant the number 

of training games large, we can be quite sure, that most of the possible actions, will get 

selected, and the agent will find the optimal solution. But in more complex environments, 

where the number of states is huge, the �-greedy method can overlook some actions, 

causing the training process to be slower and possibly miss the optimal solution. In such 

environments, forcing the agent to explore actions with initial low Q values, which were 

assigned at random, will lead to better approximations for those values, causing the 

higher of them to be chosen again and the training process to present faster and better 

results.

The Forced exploration is not a new action selection method, but merely an 

expansion to the �-greedy method. Other actions selection methods, as softmax, can also 

be expanded the in same way. It is also our opinion that the forced exploration could find 

an application in Deep Q Learning methods, involving neural networks.
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Abstract. Scientific gait analysis methods aim to offer objective measurements, 

to assist physicians towards an accurate diagnosis or pre-diagnosis of ailments 
before they actually manifest through noticeable symptoms. This paper reviews 

selected gait analysis system technologies, trends, applications and discusses errors 

and precision in spatial and angular readings. Furthermore, we propose a novel test 
and calibration method using a biomimetic rig. To illustrate this, we conduct three 

tests on an optical single-camera gait analysis system based on a mobile android 

smart-phone with specially developed software.  

Keywords. gait analysis, biomimetic rig, exoskeleton systems 

1. Introduction 

The multiple applications of human gait analysis can be categorized in eight main 

fields: health, sports, entertainment, education, ergonomics, exoskeletons, robotics and 

security, with health being the most important. The global ageing tendency and the 

associated ailments (e.g., Parkinson's and osteoarthritis) amplify motorial problems 

dramatically. In addition, increased traffic accidents, obesity, mass sporting activities, 

orthopaedic surgeries, urge for solutions in compensating incorrect gait cycle. 

Exoskeleton mechanisms for the human limbs can help alleviate such problems. The 

design procedure of safe exoskeleton mechanisms (including prototyping, 

programming, debugging, calibrating, testing, foolproofing) necessitates the study of a 

significant number of gait cycles derived from numerous individuals both patients and 

healthy volunteers. 

Each human being has its own distinctive gait, or, rather, set of gaits, adapting to 

speed, terrain, carried load, fatigue, etc. Individual gait patterns change due to age, 

occupation, working conditions, sport activities, hobbies, life style, health issues. 

Various abnormalities, asymmetries of the gait cycle, or significant deviations from the 

standards, are indicative of possible underlying pathological conditions that can help 

doctors focus on specific ailments or conduct prediagnosis [1]. Benchmarking, i.e., 

comparison with deviation analysis, against a previously executed gait analysis at a 
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younger age, or against standard (typical) healthy population values, may reveal heart 

diseases [2], imminent cardioarrest, Parkinson's, and other syndromes including 

myopathies [3]. Gait analysis is the systematic study of human locomotion objectively 

(using instruments to record physical measurements), subjectively (based on the 

observation of experienced physicians), or semi-subjectively. Numerous protocols 

cover both objective and semi-subjective gait measuring techniques, by recording and 

analyzing measurable gait parameters such as: step length, walking speed, swing and 

stance durations, joint angles, muscles force, left and right asymmetries. For example, 

Extra Laboratory Gait Assessment Method evaluates gait parameters such as step 

length, speed and head turning ability while walking, in order to identify risk factors 

for falls among the elderly at home [4]. Miniaturized sensors and mechatronic devices 

for gait study can be categorized in three main groups: 

� Contact Wearables, including in-shoe and in-sole systems, body sensors such 

as accelerometers, gyroscopes, magnetometers, extensometers, goniometers, 

EMG electromyography, EEG encephalography, etc., allow the subject to 

walk freely in an uncontrolled environment [5]. Combined study of multiple 

sensor data is a common method [6]. 

� Contact Non-Wearables, e.g., pressure measuring platforms such as 

forceplates and walkways with capacitive sensors, piezoelectric, piezoresistive 

and ultrasonic sensors, can be significantly more precise and accurate than 

wearables, but also more expensive, typically designed for lab and clinical 

experiments, constraining motion to a few square meters or less. 

� Non Contact, image recording and processing systems with analog or digital 

cameras, laser range scanners, infrared sensors, active or passive markers, 

time-of-flight cameras and usual or structured lighting. 

In order to identify subtle gait differences, the measurement system should be of 

known accuracy. Preferably, the error components should be an order of magnitude 

smaller than the characteristics to be detected. In general, gait measurement errors are 

induced by instruments, software, physical phenomena, protocols, practitioners, 

subjects. Numerous papers deal with the precision of gait analysis systems and the 

validity of the data obtained, aiming at improving overall accuracy in diagnosis. 

In the following section (No2), we discuss about error components, accepted limits, 

and comment on objectives and research questions of the current paper. Additionally an 

alternative methodology for evaluating gait analysis systems, employing a biomimetic 

rig, without resulting to Golden standard systems, is proposed in section 3. The use of 

the rig (subsection 3.2) offers two major benefits, firstly, the exclusion of  human 

volunteers from the experiments, and secondly, the exclusion of human error factors in 

gait repetition. Illustrated test examples of the methodology are presented in section 4. 

They can check hypotheses such as "the particular gait analysis system has the required 

knee angle measurement precision for the diagnosis of that specific ailment". The 

hypothesis is discussed in last paragraph of section 4. Discussion section (No 5), 

reviews presented methodology and the contributions of the current paper. 

2. Related Work 

Modern multi-camera systems can offer 3D markers' coordinate accuracies better than 

0.03mm. Consequently, other error factors become prevalent in lab setups. The most 
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crucial factor affecting inferred joint coordinates and infusing errors - often beyond the 

acceptability of the gait analysis community - is the misplacement of markers on the 

body of the subject. Misplacement (e.g., due to different protocols / practices among 

physicians, obesity, subject's morphology / wounds / cooperation spirit) may account 

for an angle error exceeding the 5o acceptance limit which is what a trained eye is 

likely to differentiate [1]. The study of 10 children with cerebral palsy against 10 aged-

matched typical developing children, showed that anterior-posterior misplacement of 

the lateral epicondyle marker, led to hip internal-external rotation angle offsets of 5.3o 

per 10mm of displacement [7]. Determination of the ankle's internal-external rotation 

angle, demonstrated a sensitivity of 4.4o per 10mm offset. Naturally, measurements 

tend to worsen according to the ratio of the misplacement to leg length: the smaller the 

length, the bigger the angle error. It was concluded that in order to achieve an error 

below the limit of 5o on all joints, a physician needs a repeatability precision below 

1.2% of the leg length when placing the markers [7]. 

In some cases, the disparity of angle measurements between labs reached 34o [8]. It 

can be attributed mainly to different testers and the plurality of marker placement 

protocols. 

Based on the reported experiments conducted in swimming pool, with calm water  

[9], a two action cameras setup, with extensive calibration and non-linear optical 

distortion model, yielded reconstruction accuracy of 1.5mm at highres mode 

1920x1080p and 2.5mm at lowres 1280x720p. The work volume was 1x4x1.5m and 

cameras were placed 1m away. Linear camera model increased the error up to 10mm. 

A single RGB-D camera (Microsoft Kinect V2, 2.5D color +infrared camera) was 

used for the gait analysis of 20 subjects [10]. Machine learning algorithms processed 

the data and achieved a step-length mean absolute error of 42mm (with standard 

deviation of 42mm) when walking towards the camera, compared against the gold 

standard Qualisys system with 12 cameras laboratory setup. 

Two versions of Kinect (V1 & V2) were compared, against a laboratory motion 

capture system [11]. Joints coordinate errors ranged from 50 to 100mm and varied 

according to distance from center of camera. 

The MO2CA single iPhone camera system was compared to the golden standard 

Qualisys with 8 cameras setup [12]. Although spatial MO2CA measurements had an 

error up to 10mm, a non-inferiority statistical test showed that regarding stride length, 

stride time, stride length variability, stride time variability, MO2CA was not inferior to 

multi-camera Qualisys. 

According to the DMS method [13], a single camera setup with multiple markers 

on joints and head could reconstruct 3D coordinates with maximum linear 

displacement error of 77mm, with averages from 4 to 33 mm. Inferred joint angles 

maximum error is 38o, with averages from 2.4 to 11.6o. 

In more complex environments, physical phenomena such as water turbulence and 

air bubbles during swimming [11], or snow spraying in skiing activities [14], can blind 

optical equipment leaving large gaps of unmeasured track. 

Other factors such as subject's speed do induce errors well above standard stance, 

that in addition to soft tissue/suit artifacts, could result in a total measurement of up to 

8.3 +/- 7.1mm, with absolute maximum values being several times higher [14]. 

Synopsizing, although Golden standard systems, for clinical and lab use, achieve 

sub-millimeter accuracy, yet, reports from labs with such systems still contain 

significant measurement errors, mainly due to personnel, protocols and less-than-ideal 

conditions.  
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Furthermore, there is increased interest in new low-cost and portable gait analysis 

systems [15] which are now forming a new market trend. These systems are typically 

benchmarked with the aid of the golden standard systems [16]. There is also increased 

interest in new methods that could assess the accuracy of such portable gait systems, at 

a lower cost, or in a portable manner, especially for systems located in distant areas, 

away from the ease of reach of Golden systems. Also, another missing ingredient 

towards the evaluation, is a way to benchmark and calibrate such systems by excluding 

the human factor noise from the human gait repetition. Such a method is to be 

presented in the following section. 

3. Proposed Methodology 

In order to assess any gait analysis system, we have it record and analyze the gait of a 

biomimetic rig. Afterwards, we compare the results against the known properties of the 

emulated gait and determine the intra-equipment variability. The rig manages to 

exclude the inherent human intra-subject variability. This section presents examples of 

open (A,B) and closed-loop testing (C). The scope of the paper is not to assess the 

particular optical gait analysis system under test, but to demonstrate that induced errors 

are easily visualized and identified and secondly present the utility of the proposed 

methodology. Such tests, summarized in figure 1, could be conducted after a gait 

system's calibration at the initial setup, and periodically later on. They form a 

procedure that could assess/enhance the manufacturers' calibration and the users' 

efficiency. 

 

Figure 1. Work flowchart for Tests A, B and C 

It is apparent that not all tests include the same phases. For example, in test A and 

B there is no need for a human volunteer, so human related phases are omitted. 
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Test A, defines the absolute minimum joint angle error. Note that, for optical 

systems, this error varies volumetrically, i.e. it is not the same in all points of the 

observed volume. The rig can assist in precise volumetric error mapping, thus help 

calibrate the measurements inside the working envelope. Furthermore, the same 

procedure can reveal length estimation errors. Both tests B & C are dynamic. If the 

errors observed are significantly higher than test A, then further investigation could 

reveal a problematic algorithm in the gait capture system, e.g., look-ahead sampling. 

Besides positional and angular errors, dynamic tests can reveal timing errors, e.g., in 

stride time and the efficiency of critical software algorithms e.g., gait cycle detection. 

Given the assessed system's precision, one can decide if specific clinical gait 

measurements can be reliably performed. The following subsections present basic 

information for two of the main components utilized in the tests. 

3.1. Gait Analysis System Under Test 

For illustration purposes, the Device Under Test is an optical, single-camera gait 

analysis system based on a smart-phone with specially developed software. The 

software identifies colored markers placed on hip, knee, ankle, captures their 

coordinates, and records them in a tabular file. Note that the camera is not calibrated, to 

demonstrate error factors. Our gait-capture application runs on android platform using 

OpenCV4.0, and records plane coordinates and video to file. New marker colors and 

max-min marker sizes can be taught-in at any time. Each frame is time-stamped using 

the system clock. Through scaling, the captured marker coordinates are transformed 

from pixel units to millimeters. Offset detection algorithms transform human gait cycle 

to rig data. For example, a human subject walking on a steady-speed treadmill is bound 

to infuse periodic horizontal axis displacement at his joints coordinates, as he can't 

achieve an absolute steady pace. Similarly, a treadmill with cushioning, induces 

vertical axis periodic displacements. Such "noise" is detected and excluded from the 

data downloaded to the rig. 

3.2. Biomimetic Rig 

The rig bears one or two independent limbs, with four motorized orthogonal linear axes, 

two for each limb, controlled by a microprocessor, within a volume of 160x120x75cm. 

It is part of an ongoing study for the design and evaluation of various knee 

exoskeletical mechanisms. The limbs are interchangeable and length adjustable in order 

to match different physiologies. Each has three rotating joints: hip, knee, angle, and can 

be mounted on the rig at various orientations. The limbs are pathetic without motors or 

actuators, as they are designed to accept exoskeleton mechanisms for study. At this set 

of experiments, the specific limbs' knee joints are rotational, although, other sets of 

limbs could be used depending on the experiments' specifications, e.g. typical four ~ 

six bar mechanisms. The current rig setup focuses on knee flexion/extension angle 

(between femur and tibia) measurements. The rig emulates walking cycles or other 

sequences e.g., stand & walk, jog & run, squats, sitting & standing repetitive cycles, 

offering major advantages versus human subjects: memory, repeatability, stamina, 

adaptability, controlled variability. It can perform the same squat thousands of times, so 

that a gait analysis system can record it from various angles, distances, lighting 

conditions.  
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4. Evaluation 

4.1. Test A 

It is designed to reveal static divergence, suitable for optical but not for inertial 

measurements. The setup uses: 

1. A test limb that is adjusted to specific, known measurements (ankle-knee 

distance, hip-knee distance). 

2. The biomimetic rig to drive the test limb to a specific, known angle (90o 

ankle-knee-hip angle). 

3. The optical gait measurement system to capture the rig's stance for a few 

seconds. Three points are recorded, yielding one triangle per frame. 

The scope is to determine the measured error against a trusted 90o angle. The same 

experiment could be conducted at various degrees, and various positions within the 

observed volume. In our case, we used a calibrated laser cross system to confirm the 

rig's correct placement at 90o (Figure 2 left). Note that the tablet camera is not fixed on 

a tripod, to demonstrate hand jitter which is vividly presented on Figure 2, centre-right, 

as offset multiple triangles. The test algorithm is: Capture an object of known spatial 

properties (width, height, angle) with the camera. Compare the measurement results to 

object's already known properties. Finally, extract differences and categorize possible 

errors, such as axes discrepancies, errors of perspective, angle errors, etc. Figure 2 

offers an example of the above. The mean measured angle from the captured data (76 

frames) is 88.5o, instead of 90o, revealing an error of ~1.5o, well below the 5o 

acceptable limit. For a thorough system characterization, the same experiment should 

be repeated for various angles, at different positions within the observation volume, 

which is beyond the scope of this paper. 

Figure 2. Test A. Left: partial photo of the rig posing. Centre-left: pose captured with our marker tracking 

software. Centre-right: visualization of 76 frames coordinates. Right: angle measurement on a single frame. 

4.2. Test B 

It is dynamic, suitable for optical and / or inertial measurements. It is designed to reveal 

measurement divergence due to motion, and the accuracy of the gaps-filling estimation 

procedures. Setup: 

1. Recorded, open source, human gait joint coordinates data (e.g. [17]) of known 

quality. 

2. The biomimetic rig to emulate the recorded human gait. 

3. The gait measurement system to capture the rig's gait. The camera's tripod is 

placed at a distance of 130cm away from the rig. 
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If the quality of the data which will drive the rig is not known, simple tests can 

illustrate the precision/variability of the data. In this example, the hip-knee distance 

variation is approximately 30.6mm, as shown in Figure 3 (left) which displays three 

pairs of coordinates per frame (of the hip, knee and ankle). The limb(s) of the 

biomimetic rig are continuously driven with the gait data. The gait is then captured 

with the optical system and the results are compared to initial data, in order to assess 

differences. By plotting the initial and captured frames per gait cycle, in different 

colors (e.g., grey versus red), with the aid of a design platform, the errors "pop-up", i.e. 

become apparent even to the untrained eye (Figure 3, right). Note the increasing 

distortion / noise towards the far ends of the gait cycle, as represented by the 

"misplacement" of captured ankles (red dots) against the original data. Plotting also 

facilitates fast, indicative measurements, with the ability to isolate frames of particular 

interest. In this example, measurements at selected frames reveal spatial errors around 

24mm and angular deviations around 2o which are typical for non-calibrated cameras. 

Normally, to assess the optical-instrument-induced-variability, statistical analysis and 

point-by-point comparisons can be used as illustrated in [18].   

Figure 3. Test B. Left: initial data visualized. Centre: biomimetic rig emulating walk. Right: captured data 

(red) superimposed on initial data (grey). Measurements on selected frames. 

4.3. Test C 

It is a dynamic test, suitable for optical and inertial measurements, performed with a 

human subject, designed to reveal divergence by magnifying error components. Setup: 

1. A human volunteer with attached markers. 

2. A treadmill for the volunteer, so as to keep the capture camera steady. 

3. The optical gait measurement system to capture the human's gait. 

4. The biomimetic rig to emulate the recorded human gait. 

5. The same gait measurement system to capture the rig's gait. 

 

 

Figure 4. Left: Subject on treadmill, tablet on tripod. Right: Close-up of tablet monitor with markers and 

connecting lines. Background has been obscured afterwards. 
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An example is exhibited in Figures 4~6. The camera of the measuring system 

captures the sagittal plane at a distance of approximately 130cm from the treadmill. It 

is noted that the setup includes controlled light sources to help reduce shadows on 

markers. The male volunteer with height 182cm, 75kg weight, 45cm angle-knee 

distance, and 53cm knee-hip distance, walks for a few minutes on the treadmill, enough 

for the gait system to capture several complete gait cycles. Tabular joint data are 

analyzed, transformed and downloaded to the biomimetic rig to drive the limbs.  

 

Figure 5. Test C. Data from human subject. Left: walking data sample as captured using 4 targets on left foot. 

Right: selected frames from the swing stage, visualized after processing. 

Figure 6. Test C. Left: selected angle measurements from human captured swing stage. Centre: Rig walks. 

Right: visualization and measurements on selected frames. 

 
Figure 7. Error components 

In Figure 6 left, note that the hip-knee distance from the captured human gait 

varies approximately 20.4mm. The rig's gait is then captured with the same optical 

system. The rig's gait data are plotted as in test B. Compared against the human gait, 

they reveal satisfactory fit: knee flexion/extension angular error reaches, but does not 

exceed, the 5o limit. In this case the initial hypothesis would be confirmed, if 5o errors 

were satisfactory for diagnosing that specific ailment, or rejected otherwise. In our 

particular example, the difference in angular errors (2o versus 5o), between test B & C, 

reveals the effect of inherent noise in the "camera plus markers plus software" system. 

In test C, this "noise" is added twice (Figure 7), given that the data used in test B are 

from significantly smaller variability.  
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5. Discussion 

In this paper, we discussed the error components in gait analysis systems and presented 

a methodology for assessing the intra-equipment variability. The main contribution is 

that we managed to exclude the human Intra-Subject variability, which up to now has 

been largely uncontrolled, unknown, and unmeasured, thus affecting the overall 

accuracy of the gait analysis [18]. The remaining variability is due to the rest factors 

(equipment + therapist), that can now be revealed, thus easier to control.  

Furthermore, with the aid of a biomimetic rig, it is now feasible to duplicate 

human gait patterns from past analysis or from distant labs data, and study them 

repeatedly, using various software / hardware configurations.  

Similar methodologies can find interesting uses. Experiments like Test B, based on 

biomimetic rigs, could assist in training A.I. neural networks for gait capture. For 

example, by repeating a known pathological gait on the rig multiple times, the A.I. 

system can receive new training data (coordinate streams or video files) [19], from 

various camera positions, along the sagittal, frontal and transversal planes, at different 

lighting conditions. The above training data are automatically tagged, since they derive 

from the same pathological gait and thus, supervised machine learning training can be 

highly facilitated. The efficiency and maturity of a trained A.I. system can be assessed 

by presenting data from new perspectives. Again, using the biomimetic rig, this process 

can be automated and run extensively. An experienced A.I. could later, identify  

specific pathological gaits, in public human environments.  

The same methodology can be adapted to other needs. E.g., gait labs/clinics, that 

will focus on the application of exoskeletical mechanisms, could be assisted by the 

biomimetic rigs, in the customization and tuning phases of such mechanisms, as much 

as possible, prior to the patients' visit (thus minimizing initial discomfort and fatigue). 

I.e., the first series of customization can be performed on the test rig, with the aim of 

reducing the differences (error components) between the pathological and the standard 

gait.  

6. Conclusion 

For assessing gait capture systems and labs, the human gait cycle variability (intra-

subject) can be minimized by substituting the human subject with a robotic device. 

With the presented methodology, even low-cost, single camera systems can easily be 

benchmarked, without resulting to Golden standard systems, and thus may be used for 

certain gait analysis tasks within their specifications.  

Identification of errors and variability in posture measurements can be accomplished 

with static tests, such as test A. Errors and variability in gait cycle characteristics 

estimation can be studied with dynamic tests, such as test B and C. Intra-Equipment 

variability can be amplified by closing the loop, i.e., by repeating the motion capture 

analysis twice within the same set of experiments, as in test C. The presented tests and 

measurements are just indicative and not limiting the possible tests and measurements 

that could be produced by the same or other setups. 
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Abstract. The COVID-19 pandemic struck humanity in February 2020. Closures of 

educational institutions, worldwide, resulted to the creation of emergency remote 

teaching environments as a substitute to face to face learning. The disruption caused 

in the academic community has stimulated innovative learning methods within all 

levels of the educational sector. New parameters affecting knowledge transmission 

are getting involved while students follow courses apart on a common virtual 

learning environment. This research is based on a first-semester Mechanical 

Engineering CAD module in tertiary education. A learning strategy has been applied 

by reforming the traditional face-to-face leaning mode to a fully remote learning 

environment. The methods applied have been tested using statistical analysis and 

have shown to contribute significantly in students’ spatial perception in 2-

Dimentional Drawings. The outcomes of this research reveal a novel teaching 

strategy that improved students’ academic achievements in CAD during the 

lockdown. Specific aspects can be considered sustainable on their return back to 

normality. 

Keywords. CAD, Learning strategy, Online Learning, Engineering Education, 

COVID-19. 

1. Introduction 

In February 2020, the impact of the COVID-19 pandemic struck the academic 

community by resulting to the closure of educational institutions around the world. With 

94% of the world's student population affected, the pandemic has caused the biggest 

disruption in education systems in history1. Emergency remote teaching environments 

were created as a substitute for face-to-face learning. During the second quarter of 2020, 

schools and universities around the world responded to the situation by offering 

synchronous and asynchronous online learning. Engineering needs, on the other hand, 

have sparked new learning approaches at all levels of the educational system. Advanced 

technology tools are introduced into the instructional process [1-6], such as digital 

platforms and social media channels, serving as the principal mean of knowledge 

transmission. 

 
1 United Nations Policy Brief: Education during COVID-19 and beyond AUGUST 2020 

Novelties in Intelligent Digital Systems
C. Frasson et al. (Eds.)
© 2021 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
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The adoption of online-based education in higher education settings around the world 

offered a unique opportunity to collect electronic data and track students' academic 

progress, which motivated this study. Specific aspects and learning goals achievement 

level of the presented modules could be extract out of platform’s activity reports, 

including assessments’ results and online surveys.  

The novelty of this study consists on the fact that pandemic restrictions have just recently 

been imposed on educational systems, fully virtual learning environments that provide 

students' data under these enforced limitations have yet to be evaluated. 

1.1. Related work 

In order to create a successful learning environment, goals have been determined in 

each phase of the online module’s content flow based on previous studies in the field of 

Engineering Education. In [7], students’ engagement in a learning framework can be 

differentiated into four behavioral modes during lectures: passive, active, constructive 

and interactive. Those four stages have been applied in the online module of Mechanical 

Design with CAD module, under the extenuating learning circumstances of COVID-19 

pandemic, when all face-to-face classes have been cancelled and new knowledge sharing 

solutions should be implemented in a fully remote learning environment. [8]. Previous 

research has demonstrated a variety of strategies to operationalize the “taking notes” as 

an index of activity engagement [7]. Asynchronous support can be provided especially 

in a remote teaching environment, using student friendly modes, including social media 

channels [9] 

In [10], Fuchs made an important argument of using cases in engineering education, 

aiming to “bring the outside reality into the classroom”. Students increase their 

awareness in real world tasks which motivates them to learn the concepts they need, in 

order to maximize their performance in engineering disciplines [11]. By introducing 

tasks, with which engineers will have to deal in their future work, helps developing basic 

concepts and problem-solving skills, while providing professional experience to the 

students [12]. 

2. Module content and description 

During the face-to-face learning environment, after attending the ten laboratory 

lectures, students should be able to represent in 2d views a simple (basic) object referring 

to a mechanical part, shown in a 3-Dimentional isometric view, by applying the rules of 

mechanical drawings (orthographic projections hidden edges, visible edges, view 

placement, top views, side views, sectional views etc.) in a CAD environment. While 

students are able to represent the visible edges of an object from the isometric given view, 

their difficulties have been detected on conceiving the bottom views, back views, and 

sectional views determining the inner form of an object.  

One of the basic rules of mechanical drawings is defining an object throughout a 

minimum number of views, which makes spatial conception an essential aspect of 

mechanical design. Back, bottom and sectional views are not directly visible in a single 

isometric view, therefore, have to be interpreted through the hidden edges symbolized 

by a dashed line. In physical laboratory classrooms, the course flow can be described in 

the following diagram (figure 1): 
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Figure 1. Teaching strategy applied during the face-to-face learning environment 

3. The reform of the Mechanical Design CAD module 

The reform of the curriculum, due to the COVID-19 imposed distance learning 

environment, has been based on previous experience of the Emergency Remote Teaching 

Environment [12] that took place during the spring semester 2019-2020 [13] for the 

module Mechanical Design CAD II (3-Dimentional modeling module). The outcomes of 

this research and the student’s feedback have been used as guidance for a complete 

restructure on the Mechanical Design CAD I (2-Dimentional representation module) 

online module’s context. 

The goals of this previous experience have been centered on the unexpected 

intrusion of the COVID-19 pandemic and its social impact to the world’s academic 

population. 

The learning strategy has been entirely reformed, while focusing on achieving the 

learning goals, in a fully remote teaching environment (figure 2). The research has been 

dwelt on first year students, who had previous experience in online learning, through an 

ERTE2 [8] performed on their last high school year, during the first lockdown period in 

Greece. 

The E-course flow is divided in 3 stages:  

 The first part consists on passive learning, a lecture during which the theoretical 

part is presented (figure 3). During this part, learners are engaged in a passive 

mode [7] where their behavior is limited on listening and paying attention 

without doing anything else (no need to take notes, a pdf is uploaded in 

Microsoft Teams files, in the section of each lecture content). Since online 

synchronous lectures include a real time constructive phase, previous 

engagement of a passive learning stage should be “pen-free” in order to help 

students concentrate in the presented topic, relieving them from the anxiety of 

the note-taking action. 

 The second part is followed by a quiz, a self-evaluating activity, aiming to 

determine the level of understanding of the lecture content, as a cognitive and 

recall new knowledge stage (figure 3). The Quiz has been created with MS 

Forms, with inserted images of geometrical shapes corresponding to multiple 

choice questions. Responders where able to see their results and correct answers 

immediately after submitting the quiz. 

 The third part consists on the first minds on activity: Students have to represent 

on a 2-Dimentional sketch (scaled freehand drawing) the 3 views of a 

mechanical part. Methodology is assisted by a video in order to help students 

apply the new knowledge, after being student passive recipients (figure 3). At 

 
2 Emergency Remote Teaching Environments 
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this point, students cannot actively manipulate the video since the instructor 

holds control while constructively generates the presented methodology by 

explaining steps and refers to prior knowledge (figure 7). The object is viewed 

in a 3-Dimentional video of the model while rotated in order to carefully inspect 

it and fully conceive it [14]. 

 

 

Figure 2. basic goals of the module’s reform Figure 3. learning’s reform strategy 

 The fourth part consists on the CAD drawing of the sketched part. Students 

watch real time instructions via screen sharing, followed by an interactive 

dialog with their instructor and debating about different ways to achieve the 

task. Students are also provided with asynchronous instructional support via 

MCAD I YouTube channel videos. During this phase, a specific task has been 

assessed to help students on understanding the relation of the tasks assigned 

through the online CAD I module with real-world tasks, and with their future 

work in Mechanical Engineering [15] (figure 5).  
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Figure 5. Assignment related to real-world tasks in Mechanical Engineering, uploaded on You Tube  

The specific project consists on a CAD drawing of an existing large scale metallic 

construction and aims to promote the transfer of new knowledge and develop students’ 

co-creating skills. Students should be able to represent in a 2-Dimensional CAD drawing; 

the existent metallic structure of the library building located in the Ancient Olive campus 

of the University of West Attica (figure 5). Since most students didn’t have the 

opportunity to visit the campus due to the lockdown, the presentation of the assignment 

needed to be precise and integrate the most relevant characteristics to the students’ future 

work, which includes most aspects of metallic assemblies like beams, flanges, ribs, bolts, 

nuts, washers. A video representation of the metallic structure has been uploaded as an 

added link in the resource option of MS Teams assignment3 (figure 6), as well as a screen 

and audio recording of the drawing methodology of basic geometric shapes 4  and 

AutoCAD commands5 (polygon, write block, arc, polar array).  

 

Figure 6. Instances from video representation of the 15th assignment on You Tube channel 

It should be noted at this point those students who had already developed their special 

conception had quit sketching. Therefore, they have managed to skip the third part of the 

online module and did not need to create a scaled freehand drawing in order to proceed 

on a Computer Aided Design.  

All activities where announced, uploaded and graded on MS Teams platform to avoid 

disruption with several LMS platforms. 

 
3 https://youtu.be/RWY5EuLB9nQ 
4 https://youtu.be/HT-oJB2JZ9k 
5 Autodesk Autocad 2017 Educational Version 
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4. Developing students’ spatial conception 

One of the most critical challenges of this research has been to apply technology features 

and empirical techniques that could favorize the development of students’ spatial 

perception. The reform strategy induced the surface planes as an exploded view of the 

given object. Each isometric view has been analyzed in surface planes parallel to one 

another, perpendicular or even not related to each other. The surface planes where 

tangent to each edge set, determining a single view. The methodology resulted on helping 

students conceiving the representation of continuous line segments for visible edges, as 

well as the tracing of dashed line segments for the non-visible edges, belonging to 

parallel back planes, while passing from isometric views to 2-Dimentional Drawings. 

When sectional views have been announced in the virtual classroom, the presence of the 

cutting plane determining the point on the plane where the sectional view should be 

drawn, has been highlighted in the isometric view, instead of the typical chain line with 

thick ends and two arrows in the direction of the view. Each object that has been assessed 

as task has been previously modeled in Autodesk Inventor 20206 in order to be presented 

in a photoreal view. In the reformed virtual laboratory classrooms, the course flow can 

be described in the following diagram: 

 

Figure 7. Teaching strategy applied during the virtual learning environment 

5. Evaluation of the learning strategy 

The online reformed module has been applied to 216 (N=216) students which were 

divided in 11 online platform teams, assisted by a group of 5 instructors in MS Teams. 

190 (n=190) students replied to the surveys out of which 165 where first semester 

students. Out of the 190 participants, 88% where male and 12% female students.  

A univariate analysis has been performed throughout a survey containing 101 

questions (variables). Variables that have proven to have a significant relation with the 

students’ final grade in the specific module (Table 1) have been filtered out through a 

correlation analysis performed in SPSSv2020 using data mined from four sources: 

 1st online survey conducted during the 1rst online lecture: 

 The questions provided information about student’s previous educational 

information (i.e. university entrance exams grades in four courses) 

 2nd online questionnaire conducted during the ninth (out of ten) online lecture, 

An online questionnaire including various constructs of the learning strategy has 

been shared to the students during the eighth out of nine lectures of the academic 

semester. Constructs’ categories included variables indicating the students’ emotional 

 
6 Autodesk Inventor Professional 2020 Educational Version. 
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state during the lockdown, insecurity, social distancing, evaluation factors in a Likert 

scale, spatial conception and module content convenient to real world tasks in 

mechanical engineering. 

 General characteristics of the students, the class croups and the instructors 

The above include gender, age, high school type, class time (morning or afternoon 

class) number of instructors, instructors id. 

 Insights from MS Teams Platform, assignment Grades, Final’s exam grade. 

6. Qualitative Analysis 

The learning strategy has been tested and proved to have a general acceptance from 

the population that participated.  

High ratings have been shown in specific aspects as overall evaluation of the 

learning strategy, organization, enjoyability of the online module, preference to other 

laboratory and theoretical courses. The new introduced features aiming to help students 

improve their special conception have been positively received and highly evaluated by 

the majority of participants. The sustainability of the learning strategy has been evaluated 

as well and significant percentages have been localized in the way weekly tasks are 

assessed 62% (via MS Teams platform), parallel asynchronous support from the MCAD 

I UNIWA YouTube channel 66.8% and 85% of the students rated the videos between 4-

5. Full time lecture recording has not been widely suggested, as the percentage is limited 

in 45%.  Parallel online transmission of each 3hour lecture has been suggested by 51% 

of the students, which implies that students prefer short videos describing the solving 

methodology than 3-hour lecture recordings (figure 8). 

Table 1: Significant variables (survey questions) corelated to student’s positive evaluation 

  

Significant variables (survey) Evaluation /5 Evaluation range 4-5 

1 Enjoyable vs other Labs 4.33 89% 

2 CAD I helped familiarising to MS Teams 4.16 78% 

3 CAD I vs other Modules 4.27 83% 

4 Confident for the finals CAD I 3.47 53% 

5 Confident for the finals all modules 3.12 31% 

6 Organisation 4.25 84% 

7 Theory contributes on tasks 3.59 55% 

8 Planes well-conceived 4.16 81% 

9 Importance of section plane 4.47 90% 

10 Quality of videos 4.27 85% 

11 Clearness of videos 4.17 84% 

12 Pleasant experience 4.38 90% 

13 Interactivity 3.60 61% 

14 Questions resolved 4.32 83% 

15 Assignments related to future tasks 3.84 62% 

16 15th assignment video 4.01 76% 
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17 15th assignment related to real world tasks 4.08 77% 

18 Evaluation vs other labs 4.19 82% 

19 Overall evaluation 4.21 85% 

 

 

 

Figure 8. Percentage of preference in Sustainable learning modes and support 

7. Conclusions and Future work 

Learning materials, online accessibility, student involvement, and communication 

have always been essential to the e-learning philosophy [16]. During the transition from 

face-to-face to the COVID-19 emerging learning environments, most University online 

modules’ lectures and Laboratories in the University of West Attica have been using 

simultaneously MS Teams (Communication Platform) for the synchronous lectures and 

Moodle or E-class (Learning Management Systems) for asynchronous support. The last 

included tasks’ assessment, gradings, modules’ notes and final semester exams. The 

procedure previously mentioned aimed to facilitate the transition mostly for educators 

who have been using LMSs before the pandemic, due to the lack of time for preparing 

the material but also for getting more familiarized to MS Teams. During the first period 

of the pandemic, the use of both platforms has caused confusion in most students with 

inferior computer skills.  

One of the most important outcomes of this study is that using a single online 

platform for transmitting synchronous lectures and at the same time uploading tasks’ 

assessment, module notes, and grading and asynchronous support facilitates task’s 

organization in both students and instructors. In this case where asynchronous support 

has been provided by social media channels (in this case YouTube MCAD I UNIWA 

channel), integrating assignments and resources links uploaded on social media channels 

has contributed on organizing functionalities for educators and at the same time provided 

direct access and control to students, for managing their homework schedule.  

By determining educational patterns and learning modes that have been issued while 

transforming an existent face-to-face laboratory course to a fully remote teaching 

environment, the question is whether some of those learning modes can be applied in the 

future, on the return to real classroom environment, by the means of a synchronous or 

asynchronous support, or even as a point of reference of each lecture content. 
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Future work consists of applying the single platform educational mode to first-

semester students who will be attending the same module during the academic year 2021-

2022, in a similar, blended or virtual learning environment in order to determine the 

sustainability of the methodology suggested by this study, in future learning 

environments. 
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Abstract. This paper presents a novel framework for developing educational 
hypermedia systems incorporating adaptation techniques and tailored feedback. In 

particular, the adaptation techniques refers to the content presentation; where the 

system hides/displays information according to students’ knowledge level and 
learning goals, and to the navigation design; where the system proposes the learning 

path that is better to be followed based on their profile. Finally, the framework 

embodies a diagnostic model that analyzes the students’ misconceptions and 
provides tailored feedback and advices on bridging students’ knowledge gap. This 

framework aims to enhance the effectiveness of learning process, increasing student 

engagement through the adaptive content and navigation and improving student 
performance through the tailored feedback. 

Keywords. Adaptive content, Adaptive navigation, Buggy model, Personalized 

learning, Tailored feedback 

1. Introduction 

Adaptive hypermedia increases the functionality of hypermedia by tailoring their 

presentation to each individual, and thus, providing an alternative to the traditional “one-

size-fits-all” approach applied to the development of hypermedia systems [1]. Adaptive 

educational hypermedia systems construct a dynamic students’ model based on their 

goals, preferences and knowledge, which is updated according to students’ interactions 

with the system [1, 2]. Hence, the systems adapt the presentation of their content and the 

navigation interface to each student’s needs [1, 3].  

An educational system focuses on a certain piece of knowledge, namely a course. 

The students’ goal in an educational system is to learn the whole content provided or a 

significant part of it. The use of hypermedia helps students learn better. In particular, 

adapting the hypermedia to students’ characteristics can improve students’ performance 

and boost their engagement in learning process [4]. The main student characteristic that 

adaptive hypermedia systems use is student knowledge; since, the level of knowledge 

varies from one student to other, as well as each student has his/her own pace of learning 

[5]. Student knowledge emerged from the mistakes made during the assessment process. 

However, identifying why the student makes these mistakes can further help the student 
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improve his/her cognitive state [6, 7]. The diagnosis of student misconception is used for 

providing tailored feedback and advice with the intention of bridging the knowledge gap 

[8].  

To this direction, this paper introduces a novel framework for developing effective 

educational hypermedia systems through the incorporation of adaptation techniques and 

cognitive diagnosis model. This framework can provide a new learning experience to 

students increasing student engagement and improving learning outcomes. 

2. Adapting content presentation and system navigation based on student 
knowledge level 

Adapting learning environments is crucial for confronting the differences between the 

students in their needs and preferences [9]. Users with different goals and knowledge 

may be interested in different pieces of information presented on a hypermedia page and 

may use different links for navigation [10]. Adaptive hypermedia systems include two 

basic areas for customizing their operations according to each student’s individual needs: 

adaptive presentation and adaptive navigation.  

Adaptive presentation refers to the function of adapting the content of a page based 

on student characteristics, such as knowledge level, learning goals and others [11]. In 

particular, it determines what information should be presented and how it should be 

organized and displayed. For example, the system should provide more detailed and 

advanced material to expert students, while it should provide more explanations and 

examples to novice students. The techniques used include the conditional text, stretch 

text, page variants, fragment variants and frame variants. 

Adaptive navigation supports students in the learning environment by adapting the 

appearance and structure of user interface [12]. Hence, systems can support users in their 

navigation by limiting browsing space, suggesting most relevant links to follow, or 

providing adaptive comments to visible links, according to their profile. With this 

adaptation, students’ learning experience and outcomes are expected to be improved. The 

adaptive navigation techniques used include the direct guidance, adaptive ordering, 

hiding and adaptive annotation. 

3. Providing tailored feedback based on student misconceptions 

Most of the tutoring systems consider only the number of mistakes a student makes in 

order to evaluate his/her knowledge. However, understanding why the student makes 

these mistakes is of major importance, since incomplete learning and forgetting content 

can be detected and faced using corresponding teaching strategies [10, 6]. Thus, an 

enriched model of student cognitive state, including his/her misconception, is a 

prerequisite for guiding him/her properly in learning/training process [13].   

To accomplish this goal, a diagnostic model for student misconception that also 

takes into consideration pedagogical aspects, needs to be developed. A solution includes 

the adoption of the Repair Theory introduced by [14]. According to this theory, every 

bug is related to a series of operations that generate an incomplete procedure and to a 

series of operations that represent the repair of the procedure so that it can proceed [15]. 

These two parts are independent; thus, the kind of repair attempted depends only on the 

procedure and its current impasse, not on how the incomplete procedure was derived. 
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In view of the above, the diagnostic module needs to build a large repository of 

predefined bugs that is used for inserting the corresponding misconception to student 

model. This repository stores for each incorrect answer of test items, the kind of 

misconception concerned and the material referred to. Hence, every time students make 

mistakes, the system updates their profile and advices them which actions to be followed, 

e.g. the section of the lesson that needs to be studied more carefully, in order to “repair” 

their misconception2. 

4. A framework of adaptive tutoring systems incorporating a diagnostic model of 
student misconceptions  

This paper proposes a framework for developing an adaptive educational 

hypermedia system that facilitates the learning process and improves learning outcomes. 

The architecture of the system is based on the elements of intelligent tutoring systems. 

As such, it includes four modules, namely student, domain, tutor and interface module.  

Regarding the student module, every time students give a test, the system records 

their mistaking behavior and updates properly their student profile, namely their 

knowledge level and misconceptions detected. The domain module stores data about the 

course content, assessment items, teaching strategies and buggy rules, as well as the 

relationship between them. The domain module feeds with data both the student module 

for building student profile and the tutor module for the adaptation process. The tutor 

module includes the adaptation techniques incorporated into the system for tailoring user 

interface and navigation, and the diagnostic model used for providing personalized 

feedback. To accomplish this, the tutor module combines the information emerged from 

student and domain module. Finally, the interface module delivers to students adaptive 

content regarding its presentation and navigation design. Furthermore, it provides 

tailored feedback to students according to their misconceptions in order to bridge the 

knowledge gap and improve learning outcomes. 

The novelty of this framework is the adaptation techniques used and the diagnostic 

model applied. In particular, the proposed approach for the adaptive presentation is this 

of stretchtext, since it covers better the students’ needs and system’s goals for learning. 

Using the stretchtext approach, the system hides the expert knowledge from novice 

students and provides them to advanced students who need expertise. On the other hand, 

it provides additional examples and further explanations to novice students for enhancing 

the acquisition of knowledge. Regarding the adaptive navigation, the system incorporates 

the direct guidance and adaptive annotation. Using the direct guidance, when students 

log in, the system leads them to the lesson they need to study based on their progress in 

their previous visit. According to adaptive annotation approach, the system uses 

explanation icons next to lessons’ links indicating the students’ progress and thus, 

suggesting them an optional learning path to follow. It should be noted that students have 

the capability to study any lesson they want without the system restricting it to them. 

Finally, the system provides tailored feedback to students every time they give a test. 

The diagnostic model used for this purpose provides a mechanism for explaining the 

reason why a student makes a mistake, and not only identifies the mistakes. To this 

direction, a repository of buggy rules is constructed where each incorrect answer of a test 

item corresponds to a certain misconception of a lesson content. The buggy rules are 

                                                           
2 http://tecfaetu.unige.ch/staf/staf-d/krige/staf11/buggy.html 
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combined with the teaching strategies defined based on the learning goals that need to 

be achieved, providing useful advices to students on the learning path that can lead them 

to improve their knowledge.  

 

 
Figure 1. Architecture of proposed framework. 

5. Conclusions 

Adaptive educational hypermedia systems aims to guide students in their learning 

process in a tailored way, providing individualized learning instead of the traditional 

“one-size-fits-all” approach. To achieve their objective, they incorporate adaptation 

techniques and teaching strategies in order to deliver material to students based on their 

profile, needs, preferences and learning goals. The majority of tutoring systems consider 

students’ knowledge level as the main characteristic for personalization identifying only 

the mistakes the students make. However, the diagnosis of the reason why a student make 

a mistake is of major importance for guiding properly in order to bridge knowledge gap. 

To this direction, this paper introduces a novel framework for enhancing the 

effectiveness of tutoring systems. In particular, it incorporates adaptation techniques, 
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namely adaptive presentation and navigation, and a cognitive diagnosis model based on 

student misconceptions. This framework is expected to boost student engagement and 

improve learning outcomes.  
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Abstract.  Nowadays human activities are incoming at a digitalization stage. The 

introduction of information technology along with new forms of communication, 

influence a variety of forms of human action and focus mainly on the integration 
and the convergence of the digital and physical worlds. The use of more intelligent 

– electronic solutions, improves the lives of people around the world, according to 

studies carried out on the ingress of new smart technologies. Artificial and Ambient 
intelligence nowadays getting more and more attention about the development of 

smart, digital environments. The Smart Cities designed for All must aim to arrange 

the disparity in cities through smart technology, making cities both smart and 
accessible to a range of users regardless of their abilities or disabilities. The birth of 

"Artificial Intelligence" (AI) has facilitated the complex computations for reality 

simulation the new communication era of wireless 5G, all combined have given the 
hope for a new and better future, to reverse disability to empower the humans with 

more capabilities, to be faster than they can ever be, stronger than they can ever 

dream. This paper provides an overview of Ambient Intelligence and smart 
environments, as well as how technological advancements will benefit everyday 

usage by devices in common spaces such as homes or offices, and how they will 

interact and serve as a part of an intelligent ecosystem by bringing together resources 
such as networks, sensors, human-computer interfaces, pervasive computing, and so 

on. 

Keywords. Ambient Intelligence, Smart Environments, Smart Cities, Augmented 

Reality Accessibility, Disabled. 

1. Introduction 

Researchers focus on Computational Intelligence (CI), Machine Learning and 

developing new techniques of intelligent environments. The spread of new technologies 

and Internet of Things (IoT) provide opportunities creating new web-based smart 

systems for all levels of education and related educational and learning tasks. [1]   

This study aims to explore the prospects of: Section 1) Ambient Intelligence and Smart 

Environments, Section 2) Smart Cities, Section 3) With Augmented Reality and Internet 

of Things Improve Accessibility, a Paradigm of a Smart Store (RFID) technology, 

Section 3) Smart Store and RFID technology, paradigm of a super market, a definition 

what is smart, intelligent a packaging paradigm. From the conceptual model to the Smart 

and to the Intelligent. Smart - intelligent designing system a basic for design for All. 

Section 4) Supporting people with disabilities in their Daily Life in a Smart City. Section 

5) Conclusion and Future. 

Novelties in Intelligent Digital Systems
C. Frasson et al. (Eds.)
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 Furthermore, the authors' perspective is extended by a glimpse into the future on how 

technological advancements such as Augmented Reality and the Internet of Things will 

be applied in a smart shop using RFID technology. Intelligently designed goods for 

everybody, as well as the inclusion of persons with disabilities in the city of the future as 

a smart city, are investigated. 

2. Ambient Intelligence and Smart Environments 

Computer devices become part of our life.  This technology can be networked and used 

with the coordination of highly intelligent software to understand the events and relevant 

context of a specific environment and to take sensible decisions in real-time or a 

posteriori [2].  

Appliances with the advancement of science have become smaller in size with more 

technology included, easy to be used providing to consumers benefits that years ago we 

had not imagined. Devices have become part of our body movements extending of our 

hand. Computing devices by minimizing their size to small chips can embodied to our 

society in all the environments public places and private places. Our inside home 

machines have been enhanced with the possibility of increased options making 

autonomous decisions. 

Our home our personal in home or outside devices as coffee, laundry machines, 

refrigerator, cars have so many sensors and activators to anticipate or activate situations. 

The existing smart systems easily provide us the opportunity to turn on and off lights in 

our house scheduling the time or using our voice, order shopping from super markets, be 

moved easily to another place. We can easily realize how computing will affect all 

environments in the near future [3].  

These computing devices will have to be coordinated by intelligent systems that integrate 

the resources available to provide an “intelligent environment”. This confluence of topics 

has led to the introduction of the area of “Ambient Intelligence” (AmI) [4]: It is AmI 

which brings together networks, sensors, human-computer interfaces, pervasive 

computing, artificial intelligence (including robotics and multi-agent systems) and many 

other areas to provide flexible and intelligent services to users acting in their 

environments [5]. It is necessary the existence of sensible-intelligent system. Being 

sensible demands recognizing the user, learning or knowing her/his preferences, and the 

capability to exhibit empathy with or react to the user’s mood and the prevailing situation, 

i.e, it implicitly requires for the system to be sensitive [6]. With the use of term Smart 

Environment, we make clear the existence and the necessity to support the post system 

with (sensors, actuators and networks). 

 

3. Smart Cities 

Nowadays, cities are getting bigger and more numerous, with a lot of urban problems 

like air pollution, traffic congestions, lack of resources [7]. Societies unfold all their 

problems and citizens all their peculiarities and social values become more sensitive and 

seeks solutions more than ever. The need for societies to respond to both the changes of 

nature and the demands of citizens and socio-economic change in general leads cities 

become Smarter. Several working definitions have been put forward and adopted in both 
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practical and academic use [8]. Τhe development of eight factors as technology, policy, 

built a nature environment etc., identify the term Smart; it depends from local 

governments how will be envisioned the term and which factor will develop firstly in 

order to become a Smarter City [9]. Giffinger et al. (2007) suggest a smart city 

framework consisting of six main components (smart economy, smart people, smart 

governance, smart mobility, smart environment, and smart living) [10]. Local and 

international accessibility are important aspects of Smart Mobility as well as the 

availability of information and communication technologies and modern and sustainable 

transport systems [10]. 

In a Smart City the implementation of information technology includes all the devices, 

networks, procedures that are utilized in the information and telecommunication and 

technology (ICT) fields to promote interaction amongst different stakeholders [11]. ICT 

infrastructure includes wireless infrastructure (fiber optic channels, Wi-Fi networks, 

wireless hotspots, kiosks) [12]. Smart object networks play a crucial role in making smart 

cities a reality [13]. According H. Chourabi etal., (2012) in Initiatives framework all 

factors have an impact to Smart City, Due to the fact that many smart city initiatives are 

intensively using technology, it could be seen as a factor that in some way influences all 

other success factors in this framework [14]. 

4. Smart Cities Augmented Reality and Internet of Things Improve Accessibility 
Paradigm of a smart store-RFID technology 

In a Smart City the living conditions must serve all citizens equally [15]. Even if there 

are important accessing problems or insignificant issues, technology enables us to 

overcome obstacles to solve difficulties and to provide a society of equality and socially 

acceptable to all [16].  

For people as wheelchair users who have limited independence in their everyday life and 

are not able to do shopping because of a limited ability to reach upper surfaces as the 

super market shelves Augmented Reality (AR) and Radio Frequency Identification 

(RFID) technology give the solution. The resulting experience is close to being able to 

browse a shelf, clicking on it and obtaining information about the items it contains, 

allowing wheelchair users to shop independently, and providing autonomy in their 

everyday activities [17]. The Smart Shelf enabled with the RFID into a super market area 

can easily provide the information to user when the labeled with RFID tags items change 

location. The RFID system is composed of electronic tags (attached to objects), a reader 

or interrogator and an Information System (IS) managing the system's operations [18]. It 

is a low cost, item level identification for products, being the best for IoT technology. 

On the shelf of a store every item can attached with RFID tags.  In that way the interactive 

interface gives all the necessary information for the location of products into the market 

area, firstly indicating the products into the shop and secondly with another indicating 

the products on the selves.  

According Z. Rashid. et al. (2017) paradigm a database within the IS stores information 

about each item including EPC (i.e. ID code), an image (i.e. cover) and all available 

information on the package. An inventory list, consisting of all objects' EPCs, together 

with their approximate locations is periodically uploaded to the database from the RFID 

system [19]. With the help of a mobile device, a touch screen which is connected with 

the IS and the real conditions of shelfs and their products all the groups of users disabled 

or not can easily find the required product inside the store.  Web interfaces present 
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information about location and existence of the products into the shop and on the shelves 

thanks to RFID update. A system including Augmented Reality using touch screen 

interfaces and with on time realization of Internet of Things (IoT) technology can give 

solutions [20]. Technology helps to avoid stigma between able-bodied and wheelchair 

users. Τhe combination of both AR and RFID is a unique step towards a practical solution 

to wheelchair users to shop independently and autonomously in the context of Smart 

Cities [21]. Shopping independence help not only people with disabilities but all 

shoppers. 

 

In Smart Cities people with disabilities as motor disabled people have solutions to their 

problems through the Internet of Things (IoT) which connects the physical objects with 

the people, the Internet, information systems and among themselves [22]. There are 

researchers showing the assisting technology providing solutions to everyday life of 

disabled people as people with motor disability that help them to escape of their problem. 

There are a big variety of people who interact only with head or mouth, with robotic 

arms, with smart-phone [23]. 

5. Smart - intelligent designing system a basic for design for All 

The Internet-based Systems aid to design applications that could easily help designers to 

design for All. At the level of design and modelling, recent advances in areas, such as 

adaptive user interfaces and software agents, provide solutions to conceptual and 

engineering issues related to design-for-all [24]. The need to redesign products is because 

of the rapidly change of our society, the increasing changes of population needs the 

diversity of activities, the required needs of the planet and the expansion of technological 

platforms [25]. Designing products using technology in a way to make the life easier for 

people with a disability we succeed to have applications widely accessible and to 

incorporate people requirements. For that reason, we have to evaluate the existing design 

environment use the modelling theories and methods include all the required 

recommendations for disabled users and develop the areas of electronic virtual use and 

the redesign of the existing practical everyday issues. 

6. What is smart, intelligent a package paradigm. From the conceptual model to 
the smart and to the intelligent 

New technologies familiar from the Smart City and Home as intelligent products and 

packaging, radiofrequency identification (RFID), we find them in Smart Products and in 

their packaging replacing the traditional packaging. The new intelligent packaging 

incorporates microchips, antennas and new materials such as thermochromic inks and 

various indicators that track changes and provide real-time responses and wireless 

communication capabilities [26]. From the literature packaging is defined as the mean to 

protect the product from environmental changes and distribution, with some graphical 

information in a way to communicate with the consumer and provide product 

information. The conventional packaging is the packaging that can contain material 

product, to protect it, to communicate with the consumer, but also to have compatibility 

capabilities of the construction material (container), with the content. 
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Smart packaging has simple changes; offers better graphics, bar code, better protection. 

Smart packaging monitors changes in a product or its environment (smart), but also acts 

after these changes in active behavior. It uses chemical sensors or biosensors to monitor 

the quality and safety of products (food-drugs, etc.) from the producer to users-

customers-consumers. But along with smart packaging, it uses a variety of sensors to 

monitor the quality and safety of sensitive products. This is done through the detection 

of chemicals, such as pathogens, leaks, carbon dioxide, oxygen, pH level, time or 

temperature, which means freshness in a food products e.tc. Intelligent packaging has a 

communicative character with printed electronics and the existence of microchips, 

antennas and batteries. RFID tags provide a product description and allow content 

identification [26].  

Intelligent packaging allows a product to be located (tracked) and detected throughout 

its life cycle (time) and the analysis and control of the environment inside or outside the 

package, to inform the manufacturer, retailer or the condition of the product at all times. 

It also gives information about the place and time consumed, mainly for the smooth 

operation of the supply chain. We have capabilities for managing metadata, but also in 

recording any counterfeit products (smuggled). 

7. Supporting people with disabilities in their Daily Life in a Smart City 

With the evolution of technology smart cities is the future of urban development. To 

define what smart city is becomes difficult because the ideal city has to be perfect in all 

the aspects and that is difficult. From the citizen point of view the smart city has to be 

accessible and friendly to users in a natural way without feeling like technology is actual. 

Innovations technology became the tool for independence [27]. It would be very 

promising and comforting for this technology to promote growth and development. A 

completely hands-free city with stores, schools, hospitals accessible through mobile 

applications, automatic doors and voice control [28].  

Imagine a city where a person in a wheelchair or pushing a stroller can chart a route to 

the local park using curb cuts and avoiding barriers; wirelessly log onto the park itself 

and receive notifications of upcoming park events, and perhaps even participate in an 

interactive lesson on the trees and flowers currently in bloom; where refrigerators will 

provide alerts of any diminishing essentials so that caregivers can adjust their grocery 

list before they visit their parents’ home [29].  

Toronto is slated to be the first smart city in Canada thanks to Alphabet’s (Google’s 

owner) Sidewalk Labs; The project’s mission is to “blend people-centered urban design 

with cutting-edge technology to achieve new standards of sustainability, affordability, 

mobility, and economic opportunity [30].” When the U.S. Department of Transportation 

held its Smart City Challenge in 2016, one of the application requirements was to 

increase inclusivity, including for people with disabilities [31].  

Kansas City has launched a network of interactive digital kiosks that can collect and 

share information. According (Bowman E. 2017) the kiosks have an audio jack so that 

visually impaired users won’t feel self-conscious about listening to information available 

in the text-to-voice feature. They simply plug in their own headphones and listen 

privately [31]. Microsoft has created the Smart Cities for All proposal with G3ict and 

World Enabled and try to affect investors to become reality defining accessibility. 
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8. Conclusions 

Several task-based scenarios for people with mild cognitive disabilities have been 

developed like for example preparing a meal, medication or handling daily activities like 

morning routines. Our longterm vision and our main purpose must be focused on 

promoting an accessible intelligent environment based on design for All, using 

architecture and innovative solutions, positioning citizens play the leading role in the 

intelligent society. Very significant is the role of Smart technology in many sciences. 

Artificial Intelligence and Bionics can offer to the disabled humans to experience things 

that they would have not otherwise been able to if surrender to the disability state [32]. 

By evaluating present technologies and needs, the author tackles themes that will convert 

modern living into the life of the future, simplifying the daily lives of individuals with 

different requirements and impairments. 
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Abstract. Parkinson’s Disease is a progressive, irreversible disease that is only 
slowed down with the use of medications and therapy. These are the only way to 

slow down the progression of the disease to more severe situation. Currently, 

virtual reality is being use on games and entertainment. Some doctors prefer the 
use of virtual reality like Wii to help supplement the therapy done on rehabilitation. 

However, devices to cater virtual reality for mid-class to lower-class patients 

cannot afford such devices. An alternative device, usually accessible to everyone 
is proposed to cater these virtual reality applications that can help in therapy of 

Parkinson’s patients. With that, the capabilities of VR can be accessible to more 

patients who cannot avail expense medication and devices for virtual reality. 

 
Keywords. Virtual Reality, Parkinsons Disease, VR Rehabilitation 

 

1. Introduction 
 

In recent years, mental health and disorder has become a concern all over the world and 

is increasing. Instances of imbalances and involuntary seizures may show different 

symptoms enough for someone to be diagnosed with this disorder. One of these is 

Parkinson’s Disease (PD). Up to this date, it is irreversible. However, the progression of 

symptoms can be slow down, and let the disease stop prevailing at the early stages 

through medication and continuous therapy[1]. 

There hasn’t been a focus of research to this disease on slow-developing country 

like in the Philippines. Moreover, ratio of doctors and scientists that studies for treatment 

and core medication per population is relatively small. Hence, patients with PD endure 

on having the disease as they age, then eventually die bed-ridden [2]. Moreover, PD can 

be acquired at any age, but as they age, incidence of PD symptoms are also imminent. 

Risk of a person to have PD can be high due to different factors like race, demography, 

environmental noise and pollution, and others [1]. 

On this paper, problems on available treatment will be addressed, then a design of a 

proposed alternative solution using other means of Virtual Reality (VR) technology will 

be created to supplement and help catalyze the therapy treatment process done on PD 

patients. Hence, to help slow down the progression of symptoms in patients. 
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2. Review of Related Literature 
 

2.1. Parkinson’s Disease 

 
Parkinson’s disease (PD) is a nervous system disorder where the nerve cells that 

produces dopamine are being affected. Hence, signs of this disease can be early depicted 

by the following symptoms: muscle rigidity, tremors, and changes in speech and gait 

(walking posture). A part of your brain called the substantia nigra makes our dopamine, 

a chemical gives way for signals from neurons to our brain, especially when we think 

and do something. This is also the chemical that manages how smooth and evenly we 

move. But having this disorder, we are tend to become disoriented on how we navigate, 

do our activities or even on the way we talk [3]. 

PD severity can be measured via the Hoehn and Yahr staging of PD based on the 

study of Hoehn and Yahr that focused on factors within and around a person that may 

have a significant effect which triggers the disease’s severity, or the symptoms patients 

may show. Some of these factors include age, physical activities, hobbies and etc. And 

when these factors are identified, the patient undergoes a test that involves certain 

movement routine [4]. Using this scale, they found out that progression for each patient 

to jump to a higher stage takes 2-5 years even if patient is on rehabilitation [5] 

Balance and posture are usually lost in PD patients. Tests such as the Berg Balance 

Scale (BBS) are used to assess patient. The test includes scoring of 14 movement items, 

with 4 being the highest score for each item. Each item is scored based on assessment if 

the patient cannot do the task or has a struggle, or pain doing it. Once the scores have 

been summarized, the accumulated points will determine the condition of the patient [6]. 

In the present, drug medication are also still used as a part of the treatment. Usual 

prescription of doctors may cost patients too much. Computation of each prescription of 

doctors to the patients can show that each patient have to spend of at least $6.00 just for 

the medicines, or at an average of $6,000 or PhP 300,000 annually. Dosage of medicines 

may increase depending on how symptoms persist with the patient. [2]. 

 

2.2. Virtual Reality and its use to Parkinson’s Therapy 

 
Virtual Reality(VR) is a computer-based technology that immerses its users to replicated 

environments, natural or fictional, as if the user is experiencing it for real. Interaction 

within the virtual environment can be experience depending on what material is being 

used. This technology brings us to places or let us do activities that we cannot do in real 

world. Virtual Reality nowadays is becoming prominent among people, since most 

mobile devices are now equip with gyroscope or gyro sensors which stimulates the phone 

to feel heights and direction does the phone is facing towards. Some equipments that are 

used in this technology are: the computer that renders the visual interface of the 

environment it want to portrait; the output monitor through a projector, a VR goggles, or 

digital display (Simulated Television, etc.) [7]. 
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VR as a clinical therapy tool has been found to be effective in improving mobility 

of patients undergoing such therapy like for cerebral palsy patients. With their 59 

participants, improvements with their performance is noticeable as seen in Figure 1. 

 

 
Figure 1. Scores for the Post assessment (POST) and after-a-month 

assessment (1-MO) for TMWT and TUG 

 

Ninety-five percent confidence intervals and effect size (black diamonds) for the 

difference in improvements immediately after the final training session (POST) and 1 

month after the cessation of training (1 MO) are shown. For the Two-Minute Walk Test 

(TMWT; A), the effect size to the right of the zero line indicates an improvement, 

whereas for the Timed Up and Go test (TUG; B), the effect size to the left is indicative 

of improvement in favor of the treatment group. Moreover, they even did another 

intervention a month after their post intervention with the patient. They found increase 

of performance from both of their experimental and controlled group. This only shows 

that VR therapy has no significant difference with the therapy done on rehabilitation 

centers. But with the advantage that it can be done at home and by their own means, a 

lot of patients can now have therapy at their own reach [8]. 
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Also, [9] cited the use of Wii Fit, a VR gaming application on Wii, is being use for 

therapy sessions of stroke patients. Activities included during the intervention involves 

arms and shoulder movements, flexion and extension of elbow, wrist and finger 

stretches. With their 22 randomly selected patients, their performance where assessed 

using the Wolf Motor Function Test. They say that most of their patients have improved 

significantly in terms of muscle and joint flexes of arms and shoulder. This tells us that 

VR therapy can really boost patients improvement while enjoying therapy through this 

kind of technology. 

 

2.3. Wii Technology 

 
Wii, a VR technologies, has been used as a tool for Parkinson’s Disease therapy with the 

application called Wii Fit created back 2012. This application is a group of games that 

are made to train couple of patients’ body parts including balance and standing posture 

test when moving the arms, legs, hips, bending sideways and other extremities.Some of 

this games include Ski Slalom, Tightrope walk. This is tested with 50 patients, where a 

study group, 27 of them were able to rehab with the application, while the other 23, the 

control group, undergo the conventional therapy. For their preliminary experiment, each 

patient undergone pre-assessment and post-assessment using BBS and the Dizziness 

Handicap Inventory (DHI). DHI is a 25 questionnaire-type assessment tool for balance 

where patients are scored between 4 (affirmative), 2 (sometimes), 0 (negative). 

 
Figure 2. Results of 1st and 2nd Assessment for (A) DHI and (B) BBS. 

 

Based on Figure 2, patients that undergone therapy with Wii Fit shows lowers scores 

on both DHI and BBS. This indicates that Wii Fit indeed helps to lessen and tremors that 

patients experience. Moreover, it help the patients improve their body balance and 

walking posture with reduced fall-risks and increase self-confidence and independence. 

Test results show that the performance of the study group when performing the games 

on the Wii Fit were better than that of the control group. This tells us that such use of 

technology, like the Wii Fit can be a reliable and valid measuring tool to train and assess 

patients’ posture and balance improvements. Moreover, patients experiencing it for the 

first time, found the technology motivating and exciting to use every time they will do 

rehabilitation with the technology [10]. 

Also another paper [11] showed great improvements on patient when they used Wii 

Fit as part of their therapy session. They created the study as a pilot study to check the 

significant effect of training when using such gadget. According to the authors, for 10 
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weeks, 8 subjects or patients with ages between 30-60 years old underwent their 30min 

sessions per week which includes yoga, balance, aerobic and strength Wii FitTM 

activities. Each activity are also encourage to be modified with increasing difficulty to 

increase their performance and improvement. 

 
Table 1. Effect of Wii FitTM intervention 

Measurement Pre-intervention Post-
intervention 

6-min walk test (m) 650.8 ( ±70.9) 683.6 ±85.8) 

Step test (number) 
Right 

21.75 (±3.4) 22.38 (±3.38) 

Left 22.5 (±3.34) 23.13 (±3.36) 

Timed Up and Go test(s) 4.93 (±0.76) 5.00 (±0.73) 

Timed Up and Go 
cognitive test* 

5.39 (±0.97) 4.94 (±0.78) 

 

As seen in Table 1, it shows us the scored they gathered from different test before 

and after the intervention. They used the 6-mins walk test, Timed Up and Go, Step test 

and other test as metrics to measure improvement for the patients. Based on the scored, 

the use of Wii FitTM help in improving each patient’s strength and balance after training 

with it. They have seen big improvement on their functional balance measures, 

flexibility, reaction time or somatosensation. 

With these results, the authors are not confident to say that Wii FitTM can effectively 

help patient to have better conditions so they suggest to increase the number of subjects 

which includes healthy subjects so they can compare how well this technology can go 

further to improve the performance of the patients as same as with those that are healthy. 

 

2.4. Motor Imagery 

 
Moreover, patient assessment using Motor Imagery (MI) together with VR was also 

studied to improve patients’ walking gait, balance and mobility. They collated various 

articles and papers that indicates improvement on patients with freezing of gait (FOG). 

These collectively concluded that MI can really help improve patients cognitive and 

visual learn. And with the help of immersion to VR, patients greatly improve their 

locomotor movements even more [12]. 

 

2.5. Visuo-motor Learning 

 
Also, a study showed what with the use of visuo-motor learning through immersive 3D 

VR can help improve their conditions. They immersed patients from different age group. 

First they noticed that elders and young subjects have different pace movement. However 

they are able to observe same result that as they go on with the trials, both age group 

manage to improve their performance, and lessen movement errors. Second, they found 

out that PD patients, as compared with their healthy proponents, shows slower 

comprehension with training using biaxial visuo-motor discordance. Also, they have 

more errors with the proper movement corrections. However, trends of improvement 
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from all subjects shows decreasing amount of movement errors as number of trials are 

being done. 

In general, these applications created for patient rehabilitation are found efficient 

since these can really help the patients improve their walking gait, balance to gain 

independence, and can somehow do their daily living activities independently. However, 

to warrant all claims of improvement when using VR for PD patients’ rehabilitation, 

further studies are still needed to be done. Since there are some proven concepts of 

improvement, other capacities of VR on brain rehabilitation can now be explored, not 

just for PD patients’ use but also for other neuro-diseases. [13,14]. 

 

3. Proposed Design 
 

From the previous sections, there are proven concept presented when using VR as 

therapy for PD patients. However, they are only limited to be used in rehabilitation 

centers. So to cater patients from places far from these centers, we can create VR 

applications that can be placed on smartphones and use it as daily therapy for the patients 

even if they are at staying at their homes. 

With Google, they extended the accessibility of VR for making android phones 

capable of running these applications and programs for a Head-mounted Device 

(HMD) . With the use of gyroscopes, the phones can manage to sense device 

orientation, proximity and elevation [15]. 

Considering the accessibility of android phones to the public that can be a HMD, we 

can use this as an advantage to make applications for therapy . With that, an application 

can be created to let its users do the activities similar with what they do in rehabilitation 

center. If in therapy sessions with Wii Fit, they let the patients bend their body sideways, 

there can be activities in VR Android phones that will let the users or patients bend their 

bodies to perform the activities indicated. Also, this application can include games that 

will test patients’ balance, stature strength, and their ability to walk. These are the aspects 

of the body we can target for their therapy. 

 
Figure 3. Mapping of activities that can be done with each VR Device. Also the mapping 
to the body aspects that each activity targets to train 

 

As seen in Figure 3, there are similarities on activities that all VR device can do like 

from body tilting to actual walking. For Parkinson’s Disease, it is very helpful to keep 

patients moving through walking and limbs movements. These decrease the prevalence 

of having frozen joints and lessen their gait. So forcing the patients to have fun with VR 

activities will really be helpful in keeping them moving. Since we target those body parts 

that other VR devices do too, we can expect that it can also improve the balance, stature 

strength and gait in training them to walk. 
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 3.1. Patient Specification 

 
For the research, it is recommended to have at least 16 subjects with Parkinson’s 

disease for a pilot test. However there are some limitation about who we will be 

needed. These patients must : 

1. have Parkinson’s Disease of stage 2, 2.5, or 3 (according to Hoehn and Yahr 

Scale); 

2. be able to sit and/or stand even if with or without assistance; 

3. be able to walk of at least 4 to 6 inches per pace; 

4. not have difficulty(no pain) in moving upper(arms, hands, shoulders, etc.) 

andlower extremities (limbs, feet, legs, etc.). 

 

3.2. Testing Process 

 
The testing phase will have two parts. First, after the application is created, a dummy 

testing will be done to test it for any bugs that a healthy individual can detect or notice 

while using the current application. After assessing it through a Usability test and 

Reliability test, the application will then be modified to cater tester’s issues with the 

application, then another testing will be done using the same assessing tests to gather 

other hanging issues about the application. 

Second part of the testing phase involves the participation of random select patients 

as subjects prior to our set limitations. A pre-assessment will be done to all of them using 

the application. After which, half of the subjects will undergo rehabilitation with the use 

of the application for 10 mins. in a span of 4 weeks schedule. Same through with the 

other other subjects, but they will not be using the application during the testing schedule. 

After 4 weeks prior to the start of this testing phase, a post-assessment will be done in 

terms of their performances according to doctor’s perspective. 

 

3.3. Risk and Safety Analysis 

 
Each of our subjects are assigned a personal assistant(PA) since from the start of their 

rehabilitation. To be able to successfully apply this testing, coordination with their PA 

on how to use and guide the subjects with the use of the device and application should 

be observed. Careful handling of the patient while the testing is on going will dictate 

safety in using this technology. 

 

4. Conclusion 
VR has a lot of potential use with its wide variety of activities that can be done and 

enjoyed according to the literature. Because of the fluidity that the activities that can be 

ran across different devices, it is surely that application for android phones that will target 

similar body aspects is also promising. With the proposed use of HMD on smartphones, 

use of VR for therapy can open accessibility to PD patients living far from rehabilitation 

centers. 

To really test out its capabilities, clinical trials can be done to test the significance 

of using VR as a supplementary therapy for our patients. Also, Augmented reality (AR) 

is noticeable nowadays. It it because of its capabilities to place the virtual objects into 

the real world with the use of mobile devices. This connects the bridge for innovations 

with AR and VR for health and other life aspects. 
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Abstract. Subjective cognitive decline is an early state of Alzheimer’s Disease 

which affects almost 10 million people every year. It results from negative emotions 
such as frustration which are more present than healthy adults. For this reason, our 

work focuses on relaxing subjective cognitive decline patients using virtual reality 

environments to improve their memory performance. We proposed in our previous 
work a neurofeedback approach which adapts the virtual environment to each 

patient according to their emotions using a Neural Agent. We found that the Neural 

Agent can adapt the environment to each participant but have limitations. This work 
is a continuation of our approach in which we propose a Limbic Agent able to 

monitor the interactions between the Neural Agent and patients’ emotional reactions, 

learn from these interactions, and modify the Neural Agent in order to enhance the 
adaptation to each patient with an Intelligent Cognitive Control System. Our goal is 

to create a system able to support the Limbic System which is the main area in 

charge of controlling emotions and creating memory in the human brain.  We used 
data collected form our previous work to train the Limbic Agent and results showed 

that the agent is capable of modifying the weight of existing rules, generating new 

intervention rules, and predicting if they will work or not. 

Keywords. EEG, Virtual Reality, Limbic System, Intelligent Agent, Neurofeedback, 

Alzheimer’s Disease, Intelligent Cognitive Control System. 

1. Introduction 

Alzheimer’s disease (AD) is one of the most crucial diseases of our century affecting 

millions every year. AD has a direct negative effect on memory and cognitive functions 

which trigger a negative effect on the emotions. Negative emotions such as anxiety, 

frustration, and apathy are common in AD patients which reduce their wellbeing 

significantly [1]. This disease affects more commonly people aged 65 and older with a 

vulnerability increasing with age [2]. Alzheimer’s disease is progressive, and its earliest 

phase is characterized by a state of subjective cognitive decline (SCD). 

Which makes this disease important is that no cure has yet been found, although, 

some pharmacological interventions may reduce the symptoms. Considering that AD 

patients experience negative emotions, non-pharmacological treatments which aim to 
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reduce these negative emotions could be a good  alternative to reduce AD symptoms and 

promotes cognitive performance [3,4]. 

Virtual Reality (VR) has proven to be efficient in treating certain phobias, for 

instance, spider’s phobia [5], and can be used to calm negative emotions. The immersion 

provided by VR gives a feeling of safety and encourages imagination. In addition, the 

patient is isolated from external distraction which increases the effect of the environment 

presented in VR and reduces the possible negative reactions caused by external factors, 

electroencephalography (EEG) devices help track the emotional states of AD patients 

interacting with VR environment. 

In a previous work [6], we presented a novel approach which uses VR to relax SCD 

patients, reduce their negative emotions and improve their cognitive performance. We 

also proposed to use a Neural Agent which adapts the relaxing VR environment and 

optimize its effect. We conducted experiments and results showed that the approach 

effectively reduces negative emotions and improve memory performance. In addition, 

results showed that the Neural Agent is able to optimize the relaxing environment in 

order to personalize it for each participant by triggering intervention rules on the 

environment according to patients’ emotions. 

We also found that the modification performed by the Neural Agent does not always 

work as intended, some intervention rules leading to another emotional state not targeted 

by the rule.  

In this work, we aim to verify the following hypotheses: H1: it is possible to learn 
from the interactions between the neural agent and the patient’s emotional 
reactions in order to generate new intervention rules and H2: it is possible to predict 
the impact of the new generated rules on the patient’s emotions. 

The rest of this paper is organized as follows. In section 2, we present an outline of 

the related works. Section 3 presents our approach. In section 4 we detail the experiments. 

Finally, in section 5 we present and discuss the results. 

2. Related Works 

2.1. Brain Assessment  

Due to its low cost and non-invasiveness, EEG represents a good equipment for brain 

assessment. In the field of emotion recognition, Liu et al. [7], proposed a multi-level 

features guided capsule network for multi-channel emotion recognition based on EEG 

signals. Their framework can identify intrinsic relationship among various EEG channels 

effectively. Moreover, Zhu et al. [8], analyzed EEG signals in order to explore social 

emotion perception and emotion classification. They designed a classifier based on 

convolutional neural network for social emotion classification using EEG. While in the 

field of psychology, Li et al. [9], proposed a method for quantitative evaluation of 

people’s Big Five personality using EEG. They developed machine learning models in 

order to predict the user’s personality based on their EEG signals while presented to 

emotional video clips. In the AD and mild cognitive impairment (MCI) detection, Oltu 

et al., [10] developed a machine learning approach that discriminate AD, MCI and 

healthy control individuals using EEG signals.  
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2.2. Intelligent Agents and Adaptation 

Adaptative systems are often used to personalize experiences for each user. In the field 

of video games, researchers proposed to adapt a video game in real-time [11]. Using 

intelligent agents, they track in real-time the player’s cognitive and emotional states, then 

adapt the video game’s parameters according to these states. Furthermore, Spencer 

Rugaber et al. [12] created a model-based technique for self-adaptation in game-playing 

agents using intelligent agents. Doctor et al. [13] applied intelligent agents in the field of 

neuroscience. They used adaptation rules to facilitate learned behaviors’ tuning and 

behavioral changes’ tracking in the monitoring of dementia patients living in their own 

homes. Peña et al. [14] used intelligent agents in the field of learning. They adapted their 

system to learners by using an adaptation technique which focuses on the navigation 

tools, navigation strategies and the didactic contents.  

2.3. Virtual Reality and Relaxing Environments 

Recently, VR started gaining interest in many fields due to its remarkable advantages. 

Its main characteristics are immersion, sense of presence, and interactivity [15]. In fact, 

VR tricks the users’ mind and makes them believe they are in a real world and thus 

promotes their performance [16]. This technology is applied in the field of psychology. 

Dana et al. [5] used it to as treatments for certain types of phobias. They created virtual 

environments in order to simulate situations and thus help patients face their fear. 

Furthermore, Lorenzo G. et al. [17] used VR in order to enhance the emotional skills of 

children diagnosed with autism spectrum disorders. Moreover, Coyle et al. [18], used it 

in the cognitive training. In fact, they assessed the efficacy of computerized cognitive 

training and virtual reality cognitive training programs for individuals living with MCI 

or dementia.  

3. Our Approach: Intelligent Cognitive Control System  

We propose an Intelligent Cognitive Control System (ICCS), the goal of an ICCS is to 

detect emotional and cognitive state of the user, alleviate negative emotions and increase 

positive emotions, using strategies to adapt the virtual environment in order to create the 

best favorable conditions in order to improve cognitive process.  The ICCS is composed 

of a Savannah VR environment, Neural Agent and Limbic agent. In this section, we detail 

Savannah VR, Neural Agent, and Limbic Agent which compose our ICCS. 

3.1. Savannah VR 

We developed a Savannah VR environment using Unity 3D software in order to relax 

SCD patients. This environment provides is a therapeutic experience aiming to improve 

the negative state of SCD patients. The patients follow an avatar walking through a 

savannah and speaking in a soft and relaxing voice. Combined with VR techniques, this 

environment offers an immersive experience to the participants, so they feel like in a real 

savannah. The environment was developed [19] taking into consideration several 

parameters able to calm the patients, for instance the dominant color is warm, the animals 
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are calm, and their movement is slow. A soothing piano tune is played as music 

background. Figure 1 illustrates a screen capture of Savannah VR. 

 

Figure 1. Screenshots of Savannah VR [19] 

Participants automatically follow a gazelle that moves along a precise path with breaking 

points. They are free to look around them by rotating their head in 360 degrees. To avoid 

nausea caused by movement in virtual reality, users follow the gazelle at low speed. The 

animal is in front of them to imitate a third-person view that is less likely to cause motion 

sickness [20]. 

Our therapeutic approach proposes that the environment’s parameters have to be 

modifiable in real-time. Thus, functions have been implemented that triggers the 

modification of the environment’s parameters.  

One of the important parameters to be modifiable is the volume, we must choose the 

volume carefully; too high volume can cause noise pollution [21]. Another adjustable 

parameter is the color and intensity of the light because light influence perception and 

decision-making process [22]. The color can also relieve stress more quickly [23]. 

As an environment with more trees can also relieve stress more quickly and 

effectively [24], it is therefore important to control dynamically the number of trees in 

the environment. The number of animals can also be decreased, and the sky colors can 

be changed to have a soothing sunset. 

3.2. Neural Agent 

The goal of our work is to optimize and adapt the therapeutic environment to each 

participant, we propose to use the Neural Agent developed in [11]. This agent is able to 

modify the parameters of Savannah VR detailed in the previous section based on 

intervention rules triggering a neurofeedback approach. 

This agent possesses a rules base containing multiple intervention rules. The Neural 

Agent operates by tracking the emotions of the patients and modifies Savannah VR 

accordingly using intervention rules. Giving the main emotion of the patient, the agent 

selects a rule from this rules base and modifies the VR environment to adapt it to each 

patient. The structure of one intervention rule is as following: Rule id, Triggering 

Emotion, Target Emotion, Action on VR, Weight.  

After each intervention, the agent observes the emotional reactions of the patient to 

check whether or not it does modify the emotional state as desired and updates the weight 

of the intervention rule. 

The Neural Agent is composed of two modules: “Analysis, decision and action” and 

“Rules base manager” as well as two databases: “Decisions base” and “Rules base”. 
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Figure 2 illustrates the architecture of the Neural Agent and its interactions with the 

Emotions module and Savannah VR. 

 

 

 

Figure 2. Architecture of the Neural Agent [6]. 

The “Analysis, Decision and Action” handles the data reception, the data analysis, the 

decisions to make and the actions to perform on Savannah VR. This module stores the 

agent’s decisions in addition to the user’s emotional reaction in the “Decisions base”. 

The structure of a decision in the base is as follows: “Participant Id, Rule Id, Triggering 

Emotion, Target Emotion, Action on VR, Emotion_1 before Intervention, ..., Emotion_n 

before Intervention, Emotion_1 after Intervention, ..., Emotion_n after Intervention, 

Worked or Not?” 

The “Rules base manager” handles the creation, modification and deletion of the 

intervention rules and stores them in the “Rules base”.  

3.3. Limbic Agent  

The results of our previous work were satisfying but its cognitive capabilities were 

limited. In order to improve this system, we are interested on how the human brain works 

and specially the part of the brain which handles the emotions and the memory. We found 

that the Limbic System is the one which handles the emotions in the brain [25]. 

Sometimes, the Limbic system cannot regulate the emotions and access to memory. Thus, 

we propose to create a Limbic Agent which allows our system to assist the human Limbic 

System by modifying the emotions. 

The goal of the Limbic Agent in our system is to observe and analyze the interactions 

between the Neural Agent and the emotional reactions of the patients, then tries to 

optimize it and improve it. Thus, it should learn from these interactions, create new 

intervention rules if needed, and predict its impact on the patient. 
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The Limbic Agent is composed of two modules “Observation and Data preparation” 

and “Learning and prediction” in addition to one database “Knowledge Base”. Figure 3 

illustrates the architecture of the Limbic Agent and its interactions with the system. 

The role of “Observation and Data preparation” is to collect information from all 

system components through the Neural Agent’s Decisions base. This module manages 

the reception of data and its preparation in the correct format, and sends these data to the 

“Learning and prediction” module. 

The “Learning and prediction” module is composed of four components ‘Analysis’, 

‘Learning’, ‘Rule creation’ and ‘Prediction’. The role of ‘Analysis’ component is to 

receive structured data, analyze which rule works and which rule did not work according 

to multiple executions of the same rule, analyze the patient’s emotional reaction, and 

change the weight of rules if needed. Then it transmits the data to the ‘Learning’ and 

‘Rule Creation’ component.  

The role of ‘Learning’ component is to learn from the execution of the intervention 

rules and the resulting emotional reaction. It creates a prediction model and transmit it 

to the ‘Prediction’ component. It stores the information in the ‘Knowledge base’ so more 

information it gets, more the knowledge base growth and more its model will be precise. 

The ‘Rule creation’ component role is to analyze the different emotional impacts of 

each rule. It does not check if the rule worked as expected or not (this is the role of 

‘Analysis component’), however, it verifies if the multiple executions of one rule 

generates a different emotional reaction. Then, a new intervention rule is generated and 

sent to the ‘Prediction’ component. 

The role of the ‘Prediction’ component is to predict the emotional impact of a new 

intervention rule just created by the ‘Rule Creation’ component using the learning model 

created by the ‘Learning’ component. Then, it inserts the new intervention rule in the 

Neural Agent’s rules base with the predicted weight so it can be used in the next iteration. 

The Limbic Agent is a cognitive agent since it could perform complex tasks 

autonomously by analyzing the interactions between the Neural Agent and the emotional 

reactions of the patients, learning from these interactions, modifying existing 

intervention rules, creating new ones, and finally predicting their impact on a patient. 

 

Figure 3. Architecture of the Limbic Agent and its interaction with the system. 

H. Ben Abdessalem and C. Frasson / Toward Personalizing Alzheimer’s Disease Therapy68



 

 

4. Experiments 

In our previous work [6] we aimed to analyze the impact of the Savannah VR on the 

memory and attention performances, and for that we created 6 attention and memory 

exercises. Exercises 1, 2 and 3 are attention tests and exercises 4, 5 and 6 are memory 

tests. 

� Exercise 1: a series of numbers are presented vocally to the participants and 

they are asked to repeat them in the order of presentation using a numerical pad; 

then, a second series of numbers are presented vocally and the participants are 

now asked to report them in the backward order. 

� Exercise 2: participants hear a list of letters at a rate of one letter per second and 

are invited to click the space bar every time they hear the letter “A”. 

� Exercise 3: images of different objects are shown for a short period of time. 

Each image is then replaced by four letters and the participant is asked to select 

the first letter of the object’s name. 

� Exercise 4: participants are asked to memorize a series of objects presented 

visually or verbally. Participants are then presented to a series of objects and 

are asked to determine whether the object was seen visually, auditorily or never 

presented. 

� Exercise 5: several circles are presented to the participant. A series of these 

circles is highlighted one by one in order to create a sequence. The participants 

are asked to memorize and reproduce the same sequence. 

� Exercise 6: participants are asked to memorize a set of three pictures for a short 

period of time. Then, we present four sets and the participants are asked to 

choose the set which corresponds to the one they saw. 

4.1. Process of the experiments 

We conducted experiments on 19 participants (12 females) with SCD and a mean age = 

71 (SD=8.39). 

The participants took part in two sessions: in the first one, we make sure that they 

met eligibility criteria to perform the experiments during a pre-experiment session (one 

hour). Our eligibility criteria were the following: 

� Older than aged 60 of age, 

� Francophone, 

� Normal or correct-to-normal vision, 

� Normal hearing, 

� Met the Consortium for the Early Identification of Alzheimer’s Disease – 

Quebec (CIMA-Q) criteria for SCD: 

o Presence of a complaint defined as a positive answer to the following 

statements: “My memory is not as good as it used to be” “and it worries 

me.”  

o MoCA 20-30  

o No impairment on the logical memory scale based on the education-

adjusted CIMA-Q cut-off scores.  

During this first session, participants were provided with oral and written description 

of the study and were invited to sign a consent form. The session the included the clinical 
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tests that are necessary to confirm diagnosis and characterize participants. If the 

participants were eligible, they were invited to the second session. 

In the experimental session, the participants start by filling a pre-session form. Then, 

we equip them with the Emotiv Epoc+ EEG headset, and they begin to perform attention 

and memory exercises. When the exercises were completed, we equip them with the 

Fove VR headset, and they started the savannah relaxing neurofeedback system. 

Following the savannah, participants completed other examples of the attention and 

memory exercises and finished by filling a post-experiment form. Figure 4 details the 

process of the experiment. 

 

Figure 4. Process of the experiment. 

As mentioned in section 3.2, the Neural Agent saves the decisions taken during its 

interactions with Savannah VR environment in addition to the participants’ emotional 

reactions. We will use the data that the Neural Agent stored during these experiments in 

order to train the Limbic Agent. 

5. Results and Discussion 

We started by analyzing the interaction between the Neural Agent and the emotional 

reactions, we noticed that the agent’s interventions worked expected 244 on a total of 

414 (59%), however that the interventions did not work 170 times (41%). Figure 5 

illustrates a histogram of the number of worked vs not worked intervention rules. 
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Figure 5. Histogram of the number of worked vs not worked intervention rules. 

As we mentioned in section 3.3, the ‘Analysis’ component of the Limbic Agent analyses 

the interactions between the Neural Agent and the patients’ emotional reaction to each 

rule and modifies the weight of the existent intervention rules that does not work. For 

instance, the Limbic Agent found that for participant 4, the intervention rule number 1 

was not efficient 75%, so it changes it weight to minimum in order to inhibit it for this 

particular user. The same rule worked 100% for participant 18, so it increases its weight 

to maximum. 

One of the Limbic Agent’s objective is to generate new intervention rules 

considering the interactions between the Neural Agent and the emotional reactions that 

each rule generates after the intervention. The ‘Rule creation’ component of the Limbic 

Agent generated this new rule after analyzing the Neural Agents’ Decisions base: 
rule_id=14 | triggering _emotion=negative_engagement | 

target_emotion=positive_excitement | action= light-intensity-incr 
This indicates that most of the time, when the patients’ engagement was negative 

and we increase the light intensity, their excitement went up which results to the creation 

of this intervention rule. 

In order to predict the impact of the new intervention rules, we split the Decisions 

base into 70% for training and 30% for testing. We used the ‘triggering_Emotion’, 

‘targetting_Emotion’, ‘action’, ‘engagement_trend_before’, ‘frustration_tren_before’, 

‘excitement_trend_before’, ‘valence_trend_before’, ‘meditation_trend_before’ columns 

as input features and the model should predict the ‘worked’ column (labeled 0 or 1).  We 

note that the ‘Observation and Data preparation’ component already normalized the data 

as follows: it gives a unique integer for each ‘trigerring_emotion’, ‘target_emotion’ and 

action. And for each emotion trend before the intervention rule, it put 1 if the emotion 

goes up, -1 if it goes down and 0 if the trend did not change. 

We trained the model that predicts if the intervention rules works or not, and we 

compared the predicted results of testing data with the already-known labels to analyze 

the efficiency of the models. Four (4) supervised learning algorithms have been tested in 

our study, namely: Decision Tree, Random Forest, K-Nearest Neighbors (KNN) and 

Support Vector Machine (SVM). For Decision tree, we used the Classification and 

Regression Trees (CART) version [26]. The random forest was set up with 200 

estimators. For KNN, the number of k-nearest neighbors was set to 4. Finally. The SVM 

was set with C equal to 1.0 and gamma as default. 

In order to evaluate the model of each algorithm, we use the precision, recall and 

F1-score indicators. Precision is the number of true positives divided by the number of 
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true positives plus the number of false positives; it reflects the ability of a classification 

model to identify only the relevant data points. Recall is the number of true positives 

divided by the number of true positives plus the number of false negatives; it reflects the 

ability of a model to find all relevant cases within a dataset. F1-Score is a harmonic mean 

of precision and recall, it reflects how good a model is making a good balance between 

precision and recall. Table 1 details the results of each algorithm. 

Table 1. Classification reports of tested algorithms 

  Precision Recall F1-score Support 

Decision Tree 

0 0.51 0.32 0.39 60 

1 0.53 0.72 0.61 65 

Avg/total 0.52 0.53 0.51 125 

Random Forest 

0 0.55 0.28 0.37 60 

1 0.54 0.78 0.64 65 

Avg/total 0.54 0.54 0.51 125 

KNN  

0 0.58 0.62 0.60 60 

1 0.62 0.58 0.60 65 

Avg/total 0.60 0.60 0.60 125 

SVM 
0 0.62 0.22 0.32 60 
1 0.55 0.88 0.67 65 

Avg/total 0.58 0.56 0.50 125 

 

Average precision ranged from 0.52 to 0.6, average recall ranged from 0.53 to 0.6, and 

F1-score ranged from 0.5 to 0.6. However, we note that for all algorithms except KNN, 

the models miss-predicted too much class 0 which justifies the low recall and F1-score. 

KNN model is the only one which predicted both classes (0 and 1) with an accuracy of 

60% and has an acceptable Recall and F1-score for both classes. Table 2 details the 

resulting confusion matrix for each tested algorithm. 

Table 2. Confusion matrix of tested algorithms  

  Predicted 0 Predicted 1 

Decision Tree 
Actual 0 19 41 

Actual 1 18 47 

Random Forest 
Actual 0 17 43 
Actual 1 14 51 

KNN 
Actual 0 37 23 

Actual 1 27 38 

SVM 
Actual 0 13 47 
Actual 1 8 57 

 

These results can be improved by performing more experiments to increase the Neural 

Agents’ Decisions base and thus increase the size of training data. The more data the 

‘Learning’ component can have, the more knowledge it can get and the more precision 

the ‘Prediction’ component can produce. 

6. Conclusion and Future Work 

We presented in this work an approach aiming to reduce the negative emotions of 

patients with subjective cognitive decline. We used a Neural Agent which intervenes on 

a relaxing environment aiming to optimize it and better reduce negative emotions. 

Experiments were performed and results showed that we can optimize the reduction of 

negative emotions by controlling the relaxing environment, we proposed an approach 
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consisting of an Intelligent Cognitive Control System (ICCS) able to interact with patient 

through its brain limbic system. This ICCS is composed of the Neural Agent in addition 

to a Limbic Agent. 

The Limbic Agent was created to make the interactions between the system and the 

human’s Limbic System works better. It analyzes the Neural Agent’s intervention and 

the patients’ emotional reaction to this intervention, learn from these interactions and 

makes corrections to the rules base. In addition, it generates new intervention rules that 

could work better and predicts their impact. Results showed that the Limbic Agent is 

capable to analyze the interaction and modify the existing rules by increasing and 

decreasing their weight. Furthermore, results showed that the agent can generate new 

rules and predict their efficiency using KNN model with a precision of 60%. 

Future work consists of making more experiments to collect more data so that we 

can improve the trained models and get better results. With more data we could use deep 

learning techniques which could produce better results. Also, we aim to perform multiple 

sessions experiments with the same persons so that we can see the evolution of the 

personalization for each person. 
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Abstract. Augmented Reality has been integrated in educational settings in the field 
of engineering. Prior research has examined the learning outcomes and the 

pedagogical affordances of this technology. However, training undergraduate 

engineers, from diverse knowledge level, requires customized training approach, 
tailored to the individual learning pace. In this paper, we present PARSAT 

(Personalized Augmented Reality Spatial Ability Training), which is a mobile 

Augmented Reality application for the enhancement of students’ spatial 
visualization skills. The application takes into account the theoretical contents of 

engineering design, deployed through video tutorials, and student-computer 

interaction with 3D objects. Students interpret different views of a 3D object, which 
are represented on their mobile screen. PARSAT efficaciously strengthens students’ 

recognition of spatial structures and views, adjusted to the fulfillment of their 

personal needs. In terms of personalization, PARSAT consists of different levels, 
which do not follow a linear flow, as each student takes part in a different sequence 

of activities, according to their time spent in the 3D object manipulation, and their 

assessment scores at the end of each level. Furthermore, an agent is used to analyze 
students’ knowledge level, and send them feedback. The system reduces 

unnecessary cognitive load and, at the same time, improves students learning 

experience in learning engineering drawing.        

Keywords. Spatial ability, personalized augmented reality, mobile application, 

customized training, machine learning 

1. Introduction 

Spatial ability, as a factor of human intelligence, was initially recognized and studied by 

Thorndike [1]. Thorndike’s proposed model consisted of three components, namely 

abstract, mechanical and social intelligence, and served as the early stage research for 

later studies on spatial ability. Thurstone [2] suggested that the intelligence consisted of 

seven primary mental abilities, one of which is spatial visualization, as involved in 

visualizing and manipulating objects. Thurstone [3] defined three core components of 
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spatial ability, namely mental rotation, spatial visualization, and spatial perception. 

Mental rotation is defined as the ability to recognize an object being moved in different 

directions or angles; spatial visualization is defined as the ability to recognize the parts 

of an object when it is moved or displaced from its original position; and spatial 

perception is defined as the ability to use the own body orientation to interact with the 

environment and, therefore, with spatial orientation.  

Gardner [4] introduced the concept of multiple intelligences, rather than defining 

intelligence as a single general ability. Gardner’s argument stated that there is a wide 

range of cognitive abilities, not necessarily correlated between them, namely music-

rhythmic and harmonic, visual-spatial, linguistic-verbal, logical-mathematical, bodily-

kinesthetic, interpersonal, intrapersonal, and naturalistic. Many modern theories 

proposed additional factors or cognitive processes, in their effort to better understand 

spatial ability [5,6]. Each research has added significantly to the definition of spatial 

ability, as a form of intelligence, where a person demonstrates the capacity to mentally 

generate, transform, and rotate a visual image and thus, understand and recall spatial 

relationships between real and imagined objects. 

Smith [7] reported a list of 84 different occupations requiring top-level spatial ability, 

26 of which were related to engineering, while 14 of them were related to graphics. There 

is significant correlation between spatial ability and many scientific fields, such as 

geometry, physics and technical drawing. Field [8] designed a 52-hours course aiming 

to develop skills in representing spatially visualized objects through projections. 

Martín Dorta et al. [9] also launched a fast remedial course based on 3-dimensional 

modelling for improving spatial abilities of engineering students. Designing 3-

dimensional objects is highly considered to be a crucial factor in the development of 

spatial skills [10,11].  

However, many students find difficulties in visualizing abstract concepts or the 

geometry of 3-dimensional objects [12]. The training of spatial skills is either based on 

the manipulation of physical models used for exercises, or modelling in computer 

software [13]. Zaretsky & Bar [14] positively introduced virtual reality (VR) for object 

rotation training, and respectively with the increased duration that they observed in 

students’ concentration, they finally enhanced their academic achievements. Overall, the 

presentation of an object in 3-dimensional view using a smartphone or a tablet, can help 

students having difficulties to understand its geometry, to watch it from different angles. 

Hidden details of the object are revealed due to the software’s availability for various 

views orientations, and the technical drawing can be implemented faster.  

Apart from VR, Augmented Reality (AR) is another alternative technology for 

spatial skills training, considered by many recent studies as the best alternative teaching 

approach [15–18]. AR superimposes a computer-generated image on a user’s view of the 

real world, thus providing a composite view. Azuma et al. [19] defined AR as a system 

which a) combines real and virtual objects in a real environment; b) runs interactively in 

real time; and c) aligns real and virtual objects with each other. The evaluation of AR in 

educational settings is gaining more place, mainly due to the emergence of smartphones 

and tablets. AR has a great potential in enhancing students’ spatial ability and learning 

experience. 

A few researchers have focused on the integration of mobile AR in spatial ability 

training. Tumkor [20] tested mixed reality (MR) technologies for more than 3 years in 

engineering design courses, representing two-dimensional sketches in front of students, 

while also rotating the virtual objects as they wished. The results reported an overall 

improvement of students’ visualization skills. Figueiredo et al. [21] presented EducHolo, 
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a mobile AR learning tool for the visualization and interaction of 3D models, providing 

students with a better perception of models and improving theirs sketching at 2D 

orthographic views. De Ravé et al. [22] designed DiedricAR, a mobile AR exercise 

workbook, aimed at the learning of descriptive geometry and explored the application’s 

benefits for students’ spatial ability. Kaur et al. [23] designed and developed GeoSolvAR, 

an AR-based solution for visualizing 3D solids. Omar et al. [24] emphasized on the 

development of visualization skills and concept understanding, by teaching and learning 

orthographic projections using an AR engineering drawing application, namely 

AREDApps. Papakostas et al. [25] explored the advantages and trends of AR in spatial 

ability training based on the revision of articles over the decade 2010-2019. The trend, 

in the development of AR applications, is to use three-dimensional objects towards 

improving spatial ability. The considerable findings identified the lack of personalized 

applications adapting their content to the learner’s level of visualization skills. That is an 

area where there is still vast potential development. 

To address this problem, we designed a mobile personalized AR spatial ability 

training application, named PARSAT, which is tailored to meet the user’s spatial skills 

level. The diversity of the characteristics that each student presents, such as the level of 

knowledge, the gender, the learning style, etc, define the process of learning. The novelty 

of our research lies on the introduction of the concept of adaptive AR, as the next-

generation advanced educational application, designed to improve students’ 

visualization skills. Adaptive AR is among the most promising technologies in teaching 

and learning processes, enabling the students to benefit from the relations with the 3D 

objects in the space, and thus, keeping pace with their own abilities and interest. 

2. Overview of the system  

The main difference, between PARSAT and the existing AR applications, is that the 

educational process is adaptive [26–28]. The basic idea of the application is to deliver 

relevant content based, at first, on student’s background knowledge and secondly, on 

student’s assessment score [29–31].  

The application consists of three different stages, each one covering terms of the 

Orthographic Projection chapter of engineering design graphics course. The most 

fundamental technique is called graphical projection, by which a three dimensional 

object is represented on a planar surface. Orthographic projection uses a series of two-

dimensional views, arranged in a standard manner, in order to fully document the object’s 

geometry [32]. 

Students can receive a short, medium or long tutorial at the beginning of the training, 

depending on their skill level and past knowledge. PARSAT then assigns each student 

the alternative learning path that maximizes his/her target key performance indicator 

(KPI). 
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In order to achieve the research goal, a framework has been developed reflecting the 

typical spatial abilities training, comprising of three modules which are: i) the User 

Interface Model (UIM); ii) the Domain Knowledge Model (DKM); and iii) the 

Personalization Model (PM), analyzed at the next subsections. Figure 1 illustrates the 

logical architecture of PARSAT. 

 

 

Figure 1. Logical architecture of PARSAT 

 

2.1. User interface model 

The user interface model includes the context and the function of the AR application, 

making the student experience as clean and simple as possible. As such, students create 

their profile, based on the demographic characteristics of age and gender, and cognitive 

characteristics of prior knowledge of the topic, before training starts. 

 One of the key difficulties in developing AR applications is the tracking of the 

user’s viewpoint. The application has to know all of the time where the user is looking 

in the real world, using the mobile’s rear-view camera. To this direction, we used 

Vuforia2  Software Development Kit (SDK), one of the best-known AR tool sets, adding 

advanced computer vision functionality to both Android and iOS applications, and 

creating AR experiences that realistically interact with the 3D geometrical objects 

displayed at each stage. We took advantage of Vuforia’s marker-based recognition and 

imported 3D objects with virtual buttons embedded, so that the students can move, rotate 

and zoom them.   

Regarding the development framework, we used Unity3D3 cross-platform game 

engine. In 2016, Vuforia announced a partnership with Unity to integrate the Vuforia 

platform into Unity’s popular game engine and development platform. One of Unity's 

most powerful features is the extensible editor it has. We used editor scripting in C-Sharp 

                                                           
2 https://developer.vuforia.com/ 
3 https://unity.com/ 

User Interface Model 

Student’s 

Profile 

Unity 3D, Vuforia 

SDK, Android Studio 

Domain Knowledge Model 

Video 

Material 

3D Objects 

manipulatio

Personalization Model 

Assessment Stage 

Difficulty 

Agent 

feedback 

C. Papakostas et al. / Personalized Augmented Reality Spatial Ability Training Mobile Application78



(C#) programming language to extend the functionalities of the application. Finally, 

Android Studio Integrated Development Environment (IDE) is interfaced with Unity 3D 

to build the application for Android environment. 

 

2.2. Domain knowledge model 

The domain knowledge model includes the basic, intermediate and advanced topics from 

the domain of engineering graphics in an undergraduate level of the School of 

Engineering. Each one of the three levels of complexity consists of 5 sections (Table 1). 

 

Table 1. Domain knowledge of PARSAT 

Difficulty Level Sections 
Basic 1. Orthographic projection introduction 

2. The six principal views 

3. The glass box method 

4. Standard views – view alignment 

5. Line type – line weight 

Intermediate 6. Creating an orthographic projection 

7. Drawing an orthographic projection 

8. Basic dimensioning rules 

9. Parts of dimensions 

10. Scales 

Advanced 11. Cutting plane 

12. Cutting plane line 

13. Section lining 

14. Full sections 

15. Half sections 

 

The aforementioned sections, covered by PARSAT, are deployed firstly through 

recorded video tutorials, and secondly through interaction with augmented 3D objects, 

which were made in 3D software. Among a variety of 3D designing tools, we selected 

Autodesk 3D Studio Max4, as it is a product more suitable for modeling, architecture 

designs, engineering, and construction. All 3D models, created in 3D Studio Max, were 

exported to Unity using an appropriate generic file format.  

The video tutorials have different details and length providing the alternatives of 

short, medium, and long tutorial, according to the student’s background knowledge level.   

 

2.3. Personalization model 

The adaptation, or else personalization, model is modeling the users and customizes the 

components of the learning content and the flow of the learning. Each student follows a 

different sequence of activities that allows them to acquire knowledge and reach the 

topic’s objectives. 

                                                           
4 https://www.autodesk.com/products/3ds-max 
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Each student’s default starting stage is the second one, and a Difficulty 

Personalization module (DPM) defines whether the difficulty should be easier or harder 

for the student. Therefore, each student is either less frustrated, in case of a hard level, 

or less bored, in case the current level is too easy. DPM takes a set of inputs, such as 

firstly the time spent by the student on manipulating augmented 3D objects, and secondly 

the scores in each level’s assessment, and derives the order of the stages delivered to the 

students.  

As far as the evaluation is concerned, we used an agent to analyze the assessment 

score and send feedback to the user. Agent could help the student identify potential gaps 

in the knowledge domain, and proposes specific sections that should be repeated and/or 

book pages that should be thoroughly studied. Moreover, software agents could also 

enhance students’ support level, by encouraging them to keep up the good effort. 

 

3. Evaluation  

The first task in evaluating the prototype, is to ask the target users for initial feedback on 

design, usability, and user experience. Towards this direction, 35 postgraduate students 

were recruited to test the application on their own. The participants were all students of 

a Master Degree program on Computer Science and Engineering of the Department of 

Informatics and Computer Engineering. The participants were asked to operate the 

PARSAT by themselves, to watch the video tutorials, to rotate the 3D objects in order to 

visualize and understand their structures, and finally took the spatial skills test to evaluate 

the training effect. 

After interacting with the AR application, the participants answered a questionnaire, 

in order to determine their personal feelings about the training. All the items of the 

questionnaire (Table 2) were measured using a 7-point Likert scale ranging from (1) 

strongly disagree to (7) strongly agree.   

 

Table 2. Questions asked about PARSAT 

Constructs Question 
Design 1. PARSAT has a simple and understandable menu 

2. PARSAT has good functionality 

3. PARSAT presents high quality videos and 3D objects 

Usability 4. Using PARSAT enhances my spatial skills 

5. Using PARSAT increases my educational performance 

6. I find PARSAT useful for my course 

User experience 7. I would like to use PARSAT in more knowledge sections 

8. I will recommend others to use PARSAT 

9. AR has become one of my favorite technologies 

 

Descriptive analysis of mean and standard deviation was used to analyze the 

feedback towards using PARSAT. Other than that, short interview sessions were used, 

discussing the participants’ experience with the system. Usability and system 

performance were measured. 

In the following paragraph we briefly report our findings regarding the framework 

application. Based on the results gathered, all participants agreed that PARSAT had a 
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positive training effect (mean level of agreement = 6.1; SD = 0.62; score from 1 to 7). 

The participants strongly agreed that the AR integration allowed them to manipulate the 

3D objects, improving their understanding of their geometry, thus the adaptive behavior 

of PARSAT significantly reduced the cognitive load. 

In the rest of this section, we present some qualitative results, collected through 

opinion surveys and interviews with the participants (Figure 2). Three group interviews 

were carried out, and they described the application as challenging, the 3D objects very 

attractive and appropriate, and they craved for more teaching material. In the individual 

interviews, participants showed satisfaction with the use of these 3D tools during the 

course. 

 
Figure 2. Learners’ outcome of PARSAT 

 

4. Conclusion 

AR can currently help towards the digitalization of education, and the enhancement of 

learning achievements. To this direction, this paper focused on the development of 

PARSAT, which is a mobile AR application incorporating personalization for the 

enhancement of learners’ visualization skills.  

The findings of this research show that there is a significant difference in learners’ 

spatial skills after using PARSAT application. PARSAT’s optimizations are 

personalized and dynamic for each student, based on their state and progression. The 

adaptive process is critical for students’ retention, and depends on the tuning of key 

parameters, such as the difficulty of the stages and the tutorial duration. Once there is 

enough collected data, PARSAT can select alternative for the student by a machine 

learning model. 
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5. Future work 

Our 3D object controller has only a rotate mode, while next version of PARSAT will 

embed zoom and move mode. Furthermore, the three stages of difficulty will be extended 

to five, so that each level will have less learning goals and students will not feel stressed 

about the cognitive load. Lastly, personalization, based on machine learning algorithm 

implemented in C# script, is a long process that requires input data from a lot of 

participants, in order to train the model. So, we will incorporate the improvements in 

PARSAT and distribute it to engineering students’ classrooms for training. 
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Abstract. There is an increasing number of people with Alzheimer's disease. 

Negative emotions are not only one of the symptoms of AD, but also the accelerator 

of the disease. Animal therapy can have a positive impact on the negative emotions 
of patients, but it has strict requirements for both environments and animals. In this 

study, we aim to explore the effectiveness of using virtual animals and their impact 

on the reduction of patients’ negative emotions to improve the user’s cognitive 
functions. This approach has been implemented in the Zoo Therapy project, which 

presents an immersive 3D virtual reality animal environment, where the impact on 

the patient’s emotion is measured in real-time by using electroencephalography 
(EEG). In addition to creating highly realistic virtual animals, the innovation of Zoo 

Therapy is also in its communication mechanism as it implements bidirectional 

human-computer interaction supported by 3 interaction methods: 3D buttons, 
speech instruction, and Neurofeedback. Patients can actively interact with virtual 

animals through 3D buttons or speech instructions. The Neurofeedback system will 

guide the animal to actively interact with the patients according to their real-time 
emotional changes to reduce their negative emotions. Experiments and preliminary 

results show that it is possible to interact with virtual animals in Zoo Therapy, and 

the Neurofeedback system can intervene in Zoo VR environment when the 
emotional value goes down and might reduce patients’ negative emotions.  

Keywords. Alzheimer’s Disease, Virtual Reality, EEG, Intelligent Agent, Human-

Computer Interaction, Speech Recognition, Zoo Therapy, Emotions, Neurofeedback 

system, Reinforcement Learning, Auto-encoder 

1. Introduction 

Alzheimer’s disease (AD) is a chronic progressive neurodegenerative disease. In the 

progression of AD, when the gradual deterioration of cognitive function appears, 

emotional changes include emotional agitation, anxiety, irritability, depression, and 

social withdrawal also follow the entire process [1, 2].  Such emotional fluctuations, with 

negative emotions, can cause distress to AD patients, their relatives and friends, and even 

medical staff. This leads to more negative emotions, a vicious circle. These negative 

emotions will in turn affect and destroy the cognitive function area of the patient’s brain 

and push the further deterioration of the disease [3,4,5]. Due to the side effects of 
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pharmacological treatment [6,7,8], non-pharmacological therapy has attracted attention. 

Among them, some stimulation-oriented treatments are designed to reduce the negative 

emotions of users have shown positive effects in studies [9,10,11]. 

Animal-assisted therapy (AAT) is also a stimulation-oriented treatment that uses 

animals as the treatment medium is different from therapies such as objects, music, and 

sports. Animals are living organisms. They have emotions, can perceive human behavior 

and emotions, and can interact with people. This human-animal interaction constitutes a 

strong emotional background. Non-organisms cannot give this kind of emotional 

feedback. Many studies [13,14] have shown the AAT can have a positive impact on the 

social behavior, the negative emotions, mental state, social interaction ability and quality 

of life of the AD patients. However, the various limitations such as maintenance AAT 

team [14, 15], cost, and some ethical concerns [16,17] of AAT prevent this therapy from 

being widely promoted. Using virtual animals instead of real animals to participate in the 

treatment is a solution. 

 Although some studies [11,18] have tried to use virtual animals to complete AAT, 

there are still many shortcomings, especially how to perform the most important 

interactive part of AAT. Existing virtual animal treatments usually use cartoon animals, 

and their interaction is done by clicking on the interactive patterns on the user interface. 

It is not a direct interaction between the user and the animal. It is more like that a user 

interacts with a computer, rather than an animal. And these virtual animals cannot give 

emotional feedback because it cannot perceive users. The connection between 

participants and virtual animals is in one direction. All the emotional changes of the 

participants do not affect the actions and behaviors of the virtual animals. 

As an overall improvement, also our contributions, we propose a brand-new virtual 

animal interaction therapy environment called Zoo Therapy. 1) It uses 360 degrees VR 

technology to allow users to interact with virtual animals immersivity. 2) Under the 

combined action of the three interactive methods 3D buttons, discourse (speech 

recognition system), and the user's emotions (Neurofeedback system), Zoo Therapy 

realizes the bidirectional interaction, to maximize the emotional feedback between the 

user and the virtual animal to ensure timely reduce the negative emotions of users. 3) we 

are the first to use the reinforcement learning-based method to autonomously learn the 

reaction rules of humans’ EEG emotions in specific environments.    

Our research questions are: (1) Is it possible to interact by the user’s voice in a virtual 

reality environment? (2) The Neurofeedback system can send corresponding instructions 

to the virtual reality environment in real-time to intervene on the user's emotions. (3) Is 

it possible to reduce the user's negative emotions by interacting with virtual animals? 

The rest of this paper is organized as follows. In section 2, we present our animal 

therapy and detail the different modules of the therapy that we developed. In section 3 

we detail the experimental procedure. In section 4 we discuss the obtained results. Finally, 

in section 5, conclusion.  

2. Our Approach: Zoo VR Therapy System 

Our approach consists of a Zoo VR Therapy System which has realistic virtual horses 

and virtual dogs to participate in the interaction and supports three different interaction 

methods. The three interaction methods can be divided into two parts: subjective 

interaction and non-subjective interaction. Subjective interaction refers to the interactive 

instructions actively issued by the user and includes 3D Buttons and a Speech Instruction 

Y. Ai et al. / Zoo Therapy for Alzheimer’s Disease 85



 

  

system. Non-subjective interaction is the interaction that the Neurofeedback system that 

guides the animal to actively interact with the user based on the user’s real-time 

emotions. Neurofeedback system’s EEG measuring module measures users' emotional 

reactions to the environment and the intelligent agent receives users' emotions and Zoo 

environment’s information in real-time and intervenes in the Zoo environment by 

commanding animals depending on the emotions of the users and information of the 

environment. As shown in Figure 1. 

2.1. Zoo VR Environment 

   "VR Zoo" creates a safe and economical virtual interactive environment including 

virtual animals. In this environment, the user can call the animal to come, eat, walk, stand 

up or ask it to leave at any time. Animals respond immediately when they receive 

instructions. Interactive instructions can come from three interactive methods. Our 

environment can be divided into five Functional Modules, namely, scene module, animal 

module, sound effect module, map module and human-computer interaction module. 

Following is a description for each module. 

   Scene Module - The overall appearance of the Zoo environment. In the scene module, 

we created a 3D treatment room (shown as Figure 2). 

   Animal models - Animals in the environment. The most common forms of AAT are 

dogs and horses. Therefore, we created a 3D treatment horse and a 3D treatment dog. 

(Figure 3 is the 3D horse in the treatment room). To complete the interaction between 

the virtual animals and the users, we also created an animation system when creating the 

animals to realize the animals’ walking, eating, standing and other actions. 

 

 

 

 

 

 

 

 

 
Figure 2.     3D treatment room     

 

 

 

 

 

 

 

 

 

 
               Figure 1. Architecture of Zoo Therapy.                     Figure 3. The 3D horse in the treatment room 

Sound effect module - Environment and animal sound effects. We do not only play 

soothing background music in the entire 3D environment. We also add different animal 

sound effects. For example, horse and dog can make several different calls in response 
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to different commands from users, and the sounds of horse walking and eating, the dog's 

panting. The sound effect will accompany the animal's movement and change in real-

time according to the different actions of the animals. 

Map Module - The trajectory of animal movement and the generation of interactive 

routes. The function of the map module is to calculate and generate a feasible path 

according to the animal's real-time position and state, so that the animal will update its 

new path depending on the user’s new instructions and approach or go away from the 

user. 

Human-computer interaction module - User interaction with the environment. First, 

the user can interact with the animals by selecting the 3D button in the environment. 

Then, after completing the model training of the speech recognition system, we will 

directly add the speech recognition system. Users can talk to the virtual animals to make 

them come, walk, eat, or leave. In addition, a Neurofeedback system has been also added 

to the environment to influence animal behavior by identifying emotional changes in the 

user's EEG. When the three instruction modules work together, we give priority to the 

3D button and speech recognition system. We will introduce the speech instruction 

system in section 2.2 and the Neurofeedback system in 2.3. 

   Finally, we integrate the above five modules to form the final VR Zoo Therapy. 

2.2. Speech instruction system 

We added the speech recognition system that allows users to interact with animals by 

using their voices. We directly selected an End-to-End ASR (Transformer [21]) model 

[22] which accepts a spectrogram parsed from the user’s voices as the input and the 

output is text. This system’s goal is to input the user’s voice, recognize the text content 

of the voice through our trained speech recognition model, and determine whether the 

user has issued an instruction to the animals based on the content of the text. If there are 

instructions, the model will send them to the environment, and the animals in the 

environment will complete the task according to the instructions. 

The horse in Zoo therapy can receive five commands: come, eat, walk, stand up, and 

leave. Therefore, the speech recognition model is particularly sensitive to these words. 

During the use of the Zoo environment, which is synchronized to 16 kHz sampling rate 

recorded audio. A waveform audio file is generated every three seconds, and then passed 

to the trained ASR model in turn for further processing. Once the ASR model receives 

audio file, it will parse it to a spectrogram, and then predict the audio content. The model 

converts it into text information. Finally, the predicted audio content will be judged 

whether it contains the above five instructions. If so, the model will send instructions to 

the Zoo environment and execute them.  

2.3. Neurofeedback System 

The Neurofeedback System monitors the user’s emotional state in real-time and allows 

the animals to respond to the user’s emotions. Our Neurofeedback system includes EEG 

measures and an RL-based agent, between which EEG measures are responsible for 

monitoring the user’s EEG and passing it to the intelligent agent. The agent will 

automatically determine whether to allow the animal to actively interact with the user 

without the user giving an instruction to the animal based on the user's EEG information, 

thereby reducing the user's negative emotions. 
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2.3.1. EEG Measures 

In this research we use the Emotiv Epoc EEG headset to track emotions. The headset 

contains 14 electrodes spatially organized according to the International 10-20 system, 

moist with a saline solution. The detailed position of the measured regions is shown in 

Figure 4. 

 
Figure 4.    Emotiv headset sensors placement 

The Emotiv system generates raw EEG data with 128 Hz sampling rate as well as the 

five frequency bands. The system uses internal algorithms to measure the following 

mental states: frustration, engagement, excitement, and valence. Although we don't have 

access to the system’s proprietary algorithms, studies have provided evidence showing 

the reliability of its output [19]. We design our Neurofeedback system of Zoo Therapy 

based on these four emotional values. 

2.3.2. RL-based Agent 

In the past, our agent used the rule-based method. In this method, the agent will issue 

instructions to the animal based on the human-made feedback rules of the emotion that 

changes fastest per unit time among the four emotion values. However, this approach 

does not account the correlation between multiple emotions and cannot simultaneously 

show an increase or decrease in their value. The rules are artificially provided in advance, 

it is difficult to cover all changes in the emotional value of all users. Hence, we develop 

a reinforcement learning-based Neurofeedback system. The benefit of RL-based method 

is that it can learn the rules from the user's emotion in a flexible way, especially when 

the artificial rules are not accurate and hard to extract. Reinforcement learning 

emphasizes how to act based on the environment to maximize the expected benefits. It 

is inspired by behaviorism in psychology, that is, how an organism, stimulated by 

environmental rewards or punishments, gradually forms the expectation of the stimulus, 

and produces the habitual behavior that can obtain the maximum benefit. An agent must 

exploit existing experience to gain benefits, as well as explore unobserved status so that 

it can make better choices. 

Our RL model has three components: agent, Zoo environment, and reward function. 

The agent is the decision-maker who will select an action from the action space given by 

Zoo Therapy and send it to the Zoo environment. The Zoo environment is the virtual 

animals and users which is the medium of agent interaction. The user’s emotional value, 

as the agent’s goal to maximize, is the reward.  To fully reflect the user's emotions, we 

designed and trained a deep autoencoder model to encode 4 emotional values into one 

value to the latent representation of the current state of user emotions, called 

comprehensive emotional value. This value is used as an important component of the 

reward function.  The reward function of this approach is defined such that if the user’s 

comprehensive emotional value increases positively, then the reward is positive and vice-

versa. We adopted the open-source codebase of the Proximal Policy Optimization (PPO) 

algorithm [24] to train the model. 
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Since the EEG changes of different users may change at any time and are 

unpredictable, our RL-based agent can perceive the user's emotion fluctuations, and 

when it finds that the user's comprehensive emotional value has decreased, it will 

immediately take corresponding actions to try to improve. Instead of giving instructions 

based on rules like the rule-based method at a fixed time. 

3. Experiments 

Our Zoo Therapy will be used to stimulate positive emotions and reduce negative 

emotions, thereby achieving the effect of slowing the progression of Alzheimer’s 

Disease.  

To analyze the effectiveness of our approach, we aimed to experiment the entire Zoo 

Therapy System with participants, unfortunately, due to the Covid-19 pandemic, 

experiments could not be performed with VR Zoo Therapy, but we tested the three 

research questions in this article separately. 

(1) Is it possible to interact by the user’s voice in a virtual reality environment?  We 

tested the Zoo Therapy in a non-VR setting with the speech recognition system on 

five real participants of different ages, genders, and accents. This test is mainly to 

verify whether the speech recognition system works in Zoo Therapy and how 

effective it is. We let users experience using 3D buttons or the speech instruction 

system to interact with animals, and then tell the researchers their overall 

experience and rating Zoo Therapy after use. 

(2) The Neurofeedback system can send corresponding instructions to the virtual 

reality environment in real-time to intervene on the user's emotions? We used the 

synthetic AD EEG data to train the agent and simulate the experiment of the RL-

based Neurofeedback system. We generated 12 distributions of four different EEG 

emotions and the EEG data of AD patients comes from a similar project [20]. We 

used these 12 distributions to randomly generate a hundred sets of emotional values 

to simulate users and test our system. This set of experiments test whether the RL - 

based Neurofeedback system can learn rules from simulated user's EEG data and 

can give feedback when the emotional value changes. Simulated users can be 

roughly divided into three categories: like animals, don't like animals, and neutral. 

(3) Is it possible to reduce the user's negative emotions by interacting with virtual 

animals? We tested the Zoo Therapy environment in a follow-up project [23], it 

combined the VR Zoo Therapy with gesture recognition and rule-based 

neurofeedback system and proved the effectiveness by evaluating one participant’s 

EEG emotion value. We started by equipping the participant with an EEG headset 

and then added the Fove VR headset in which we installed the Leap Motion devise 

(used for gesture prediction), and the participant started the immersive experiment. 

In the whole process, the user's emotion value detected by the EEG helmet can 

reflect in real-time whether the user's negative emotions have decreased. 

4. Results 

The following results correspond to the experiments of each research question. 

(1) Is it possible to interact by the user’s voice in a virtual reality environment? We test 

Zoo Therapy with speech recognition system with five participants. All 5 
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participants said that the speech interaction method brought surprises to people. 

Although the virtual horse is in the computer, compared with a mouse click in 3D 

buttons on menu panels, the animal's direct response to the participant's voice is still 

delightful. The participants expressed that they prefer such animals and want to 

continue to interact with them. Participants rated the Zoo Therapy with speech 

command system from 0-10 subjectively in the "Evaluation” based on their own 

experience, the average evaluation of the five users was 7. Figure 5 shows the 

model’s learning curve. In the test, the prediction accuracy of the speech recognition 

model for the user's voice instruction is 98%-99%.  

       
            Figure 5. Cross Entropy Loss Curve          Figure 6. The train loss curve of autoencoder model 

(2) The Neurofeedback system can send corresponding instructions to the virtual reality 

environment in real-time to intervene on the user's emotions? This part of the 

experiment consists of two parts, the autoencoder model, and the RL model. 

The deep autoencoder model to reflect the user's four-dimensional emotions 

(Mentioned in 2.3.1) in one-dimension comprehensive emotional value (red line in 

Figure 7) and serve as an important part of the reward function of the reinforcement 

learning model. Autoencoding is first mapping the 4 emotions as a four-dimension 

vector into a one-dimension latent representation, and then reconstruct this four-

dimension vector from the latent representation. It can be viewed as feature 

extraction and dimension reduction method, i.e., reduce the 4 emotions dimension 

to the one comprehensive emotional value, while still maintaining the reconstruction 

ability. The model is trained by minimizing the reconstruction error between the 

input four-dimension vector and the reconstructed four-dimension vector. Through 

100 epochs of learning, it can be seen from Figure 6 that the model can quickly 

converge, and the MSE error of reconstructing 4 emotion values is 0.011. 

 
Figure 7. The effect of the autoencoder model is shown at a continuous point in time. 

We used this model to train and test the RL-base agent. The behavior of RL 

agents can be divided into 3 parts.  For users who like animals, the RL-based 

agent gives proximity instructions, which account for about 63% of all instructions 

for this kind of user and 60-70% of the approach instructions occur when the user’s 

emotion drops. For simulated users who don’t like animals, the approach 
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instructions given by the RL-based agent account for 59% of all instructions for this 

kind of user. The natural user command accounted for 54% of all instructions.  

The instruction to leave is issued more times to users who don’t like animals. But 

the gap between the three types of people is not large. : For the instruction of 

"stand up", the number of times sent to users who don’t like animals is 120%-130% 

of the number of times sent to users who like animals. 

and show the system will bring animals closer to users who like animals, 

and less proactively approach users who do not like animals. Through the analysis, 

 is the product of the combined effect of multiple emotions. For users who don’t 

like animals, when the animal is very close to the user, the user’s frustration value 

may rise. The other three emotional values may also rise. When the system chooses 

to stand up, the target location of this behavior is a certain distance away from the 

user. It will not be too close to the user to cause negative emotions but try to get 

closer to increase other emotional values. Through learning, the agent finds a 

strategy to balance the relationship between distance and multiple emotions to 

maximize the user’s positive emotions. The agent has learned a potential feedback 

rule. 

 
Figure 8. 6 of 100 experimental results. The green line is the EEG curve of simulated users who 

like animals, cyan corresponds to users who don’t like animals, and purple corresponds to natural users. 

RL-based agent: red markers. Rule-based agent: blue markers. The circles represent "come" or "eat", 

the squares represent "stand up", and the stars represent "walk" or "leave". 
    In addition, it can be seen from Figure 8 (blue markers) that the rule-based 

method sends instruction at a fixed time, and it is unable to give feedback on the 

emotional changes between the two instructions. Its characteristic is that it will give 

instructions in strict accordance with our rules. The RL-based method will give 

different strategies for different simulated users. From the red markers in Figure 8, 

the timing of the RL-based agent’s instructions is more flexible. It doesn’t need to 

wait for a fixed time but immediately gives feedback based on real-time emotional 

changes. It is more sensitive to emotional changes and can be changed at any time 

after the order is issued. The most important thing is that it can be generalized to a 

more comprehensive data set and learn new potential rules what we didn’t know. 

(3) Is it possible to reduce the user’s negative emotions by interacting with virtual 

animals? 

According to the emotion value recorded in the cooperative project, we analyzed the 

mean frustration of the participant before, during, and after Zoo Therapy. Results 

show that, before the therapy, the mean frustration was 0.524, during Zoo Therapy, 
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the mean frustration was 0.429, and after the mean frustration was 0.486. Figure 9 

shows the difference between the mean frustration before, during, and after Zoo 

Therapy. 

Although this result is carried out under the gesture interaction method, in view 

of the positive feedback from users under the speech instruction system, we believe 

that the use of speech interaction and the enhanced intervention of the 

Neurofeedback system can also achieve the same positive effect of reducing the 

user's negative emotions. 

 

 
Figure 9. Histogram of general mean frustration 

5. Conclusion and future work 

In this research, we aim to design and develop a virtual reality animal treatment that can 

replace real AAT for Alzheimer’s disease, called Zoo Therapy, which stimulates the 

user’s positive emotion feedback through the interaction with the virtual animal dog or 

virtual animal horse to reduce the user's negative emotions and relieve AD symptoms. 

The salient feature of Zoo Therapy is that in the 360-degree VR HD scenario, users can 

interact with the virtual animals through multi-interaction methods. 

We created a VR environment in which users can interact with virtual animals. We 

designed three ways of interactions in the Zoo Therapy: 3D button, speech instruction, 

and the Neurofeedback system. Using the 3D button, the interaction is as simple as 

clicking on the required action for the animal. The speech recognition system using an 

automatic speech recognition (ASR) model that can accept trained voice instructions and 

the animals can follow them as if they can hear the users in real-life. The Neurofeedback 

system can instruct the animals to react as per the user’s emotions. 

Due to the Covid-19 epidemic, it was not possible to perform the experiments with 

real subjects. Hence, we performed preliminary experiments with some lab students and 

reported the results in this study. We get a good result for the one real AD patient. We 

received positive feedback regarding the design of the Zoo Therapy. The users were very 

excited with the horse’s response and the overall experience of the Zoo Therapy elicited 

positive emotions in them. The Neurofeedback system was tested on a hundred simulated 

users, and it was able to instruct the animals by considering the user’s current emotional 

state. All that show our Zoo Therapy will lead a positive emotion and might be used to 

reduce AD symptoms. 

In the future, Zoo Therapy plans to invite patients to experience. In particular, the 

Neurofeedback system will use real patient EEG data for training and adjustment, to 

improve the accuracy of real-time intervention of the model in users' emotions. We will 
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also try to extend it to relevant projects that can perceive users' emotions and give 

feedback, to investigate whether the model can autonomously learn new feedback rules 

and intervene with patients in different specific environments. 
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Abstract. Traditional learning methods frequently fail to provoke students' interest, 

stimulate their enjoyment and encourage them to participate in learning activities, 

resulting in discomfort, distractions, and disengagement, if not quitting. Education's 
goal is to improve the quality and effectiveness of teaching and learning methods. 

This paper aims to present a framework based on Virtual Reality (VR) technology 

and contemporary Head Mounted Displays, that incorporates game-based 
techniques and adaptive design according to the student’s profile. As a result, this 

paper analyzes the relevant literature, the VR apparatus, the importance of VR, as 

well as gamification, personalization and adaptive design in education, which are 
the learning foundations on which the framework is based. Finally, the framework's 

modules and structure are presented, taking into account all of the previously 

mentioned parameters. This novel framework aspires to serve as a basis for 
educational applications that use immersive Virtual Reality technologies to 

transform learning procedures into entertaining, engaging, enjoyable, and effective 

experiences. 

Keywords. Virtual Reality, framework, Virtual Reality Learning Environments , 

personalization, gamification 

1. Introduction 

Education is becoming a more demanding and complex field over the years with 

educators trying to deliver more efficient ways of transferring knowledge to the class. 

Traditional teaching methods have many disadvantages towards students. Educators 

have tested, researched and employed a wide variety of methods and platforms to 

facilitate educational approaches such as social networks [1,2], desktop computers [3], 

smartphones and tablets [4], Augmented Reality (AR) [5], mobile applications and 

online platforms [6]. 

The technological advancements of the last decade led researchers and educators to 

explore alternative methods of teaching students by taking advantage of new upcoming 

technologies. Virtual Reality (VR), Mixed Reality (MR) [7] and Augmented Reality 
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(AR) [8] are very promising approaches for an effective way of teaching and learning 

trying to solve various problems. Disengagement, lack of interest and enjoyment, 

reduced participation, discomforts and distractions are only a few of the problems that 

lead to students’ poor learning outcomes and false perceptions about the subject of 

learning. VR made a giant leap from passive learning methods to more interactive 

experiences that students find useful, exciting, approachable, enjoyable, interesting and 

engaging [9]. 

After decades of failed attempts to be established in tech community, the hardware 

limitations related to severe oculomotor malfunctions, such as nausea and vertigo, have 

finally be solved. Smartphones can be incorporated with cardboard headsets delivering 

an affordable alternative access to VR applications. But the most noteworthy hardware 

is the Head Mounted Displays that offer fully immersive experiences accompanied by 

hardware controllers, hand tracking and gesture recognition. They also offer high visual 

fidelity, option to use it as a stand-alone wireless device or to connect it with a computer 

for more complex graphics. Contemporary HMDs offer a new path to education where 

the student is offered active participation in the learning process and a hands-on 

experience. 

VR provides a new fresh, exciting and effective method of learning [10] for students, 

but sometimes that is not enough for students to capture their interest across the learning 

process. As an innovative approach to adaptive learning, this paper presents a framework 

that incorporates gamification design and personalization techniques into VR 

environments. Although gamified VR applications have been successfully employed, 

there is a lack of incorporating adaptive learning design in gamified Virtual Reality 

Learning Environments (VRLEs). It is essential to take into consideration students’ 

unique characteristics and abilities to diversify the learning process creating a dynamic 

system serving students’ academic requirements [2]. 

2. Relevant work 

The improvements in VR hardware throughout the last decade have led many researchers 

to reformulate Virtual Environments for educational purposes and to further explore the 

potential of VR in the field of education. In certain cases, VR has been used passive 

learning [11]; while in other cases, the student is offered the opportunity of integrating 

with the virtual world as part of the learning [12,13]. 

Cochrane et al. [14] proposed a design-based research (DBR) framework for 

implementing VRLEs to mobile devices. Furthermore, they presented two ongoing 

projects for higher education use as examples. 

The findings of a thorough review in relevant studies led us to the conclusion that 

the most notable approaches to VR regarding education incorporate game-based logic 

and personalization techniques. Even if a VRLE is generally effective in terms of 

achieving the desired educational outcomes, this does not indicate that students perceive 

it to be an appealing learning method [15]. As a result, the willingness to use it and 

acknowledge it as a learning method could be negatively impacted, potentially leading 

to disengagement during the learning process. 

Mapping gamification techniques to educational applications is a way to pique 

students' interest, engage and motivate them in the learning process. Hung et al. [16] 

developed a Digital Game-Based Learning (DGbL) environment for elementary school 

mathematics based on e-books. Although the application was not supported by a VR 
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approach, it demonstrates the effectiveness of implementing gamification strategies in 

Learning Environments with immersive technologies. 

Rychkova et al. [13] presented “Orbital Battleship”, a game-based VR application 

that combined educational content in the field of chemistry with multiplayer gameplay. 

The application produced beneficial results for students, exceeding the authors' 

expectations. Despite the gamification techniques and a fully immersive Head Mounted 

Display used, as well as the positive learning outcomes emerged, the application was not 

designed to provide students with an adaptive experience that could be dynamically 

adjusted to their academic needs. 

Wilson et al. [17] evaluated a VR ophthalmoscopy training application using 

gamification techniques, such as in-app, virtual awards to capture students' attention and 

keep them engaged throughout the procedure. Students felt a sense of accomplishment, 

which is one of the intrinsic factors that can lead to student retention and engagement. 

Despite the fact that the application provided methods for personalizing the learning 

process, the system lacked adaptivity in accordance with the academic requirements of 

the students. 

Zhang et al. [18] created a VR simulation for fire safety education. Through their 

exploration of the virtual environment, students were given the ability to interact with 

virtual elements in order to construct their knowledge. The authors applied gamification 

techniques to captivate students' interest, such as reward strategies, that made the 

procedure appear both challenging and appealing. Through interactions, students 

received personalized feedback on learning errors, allowing them to learn more 

effectively. However, due to the subject's nature, it did lack adaptive techniques that 

could target students' learning needs and personal preferences. 

3. Virtual Reality as a medium 

Virtual Reality is built around a computer-generated space that enables the user to 

participate in a three-dimensional simulation while feeling immersed and experiencing 

realism. The element of interaction between the user and the virtual environment is a 

fundamental aspect of VR. Over the years, researchers and developers have used the term 

"Virtual Reality" to refer to a wide range of hardware devices such as CAVE VR [19], 

Desktop VR [3], Mobile VR [20], Head Mounted Device VR [13] glasses using 

stereoscopic imaging technology [21] and more. During the last decade, VR finally laid 

the groundwork for mass acceptance. After years of research and development, 

companies, such as HTC and Oculus, made Head Mounted Display devices accessible 

to the public through retail versions, which are now intertwined with the definition of 

VR. HMDs are now a well-established type of hardware that is widely available on the 

market. 

Head-Mounted Displays efficiently transport the user from the physical to the virtual 

world by combining visual simulations, sounds and real-time interactions with virtual 

objects. Users currently employ two types of VR headsets depending on their 

requirements and preferences: hardware systems, such as the Oculus Quest and HTC 

Vive, and Cardboards, which use smartphone devices. 

Each specific device is chosen based on what users evaluate that it is appropriate in 

each unique circumstance, with each having its own set of key advantages and 

disadvantages, as shown in Table 1. 
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Table 1. An apparatus comparative chart 

4. Virtual Reality in education 

4.1. Virtual Reality as a Virtual Learning Environment 

Throughout the last decade, Virtual Reality has gradually attracted more educators and 

researchers to work on projects demonstrating that it is a promising teaching and learning 

tool. Despite the fact that it is still under-researched technological approach in terms of 

its potential, it has already been implemented in various fields of education such as 

architecture [22], biology [20] chemistry [23], engineering [10], health sciences [17], 

physics [24], religion [25] and video game development [26]. 

When compared to traditional Virtual Learning Environments, Virtual Reality 

Learning Environments (VRLE) are becoming a more effective and appealing alternative. 

VRLEs have been used mostly in desktop computers for decades as part of the learning 

process, being limited in terms of interaction and field of view. They make use of a 

keyboard, mouse, and monitor, but VRLEs make use of advanced controllers or even 

hand gestures. VRLEs also provide a broader field of view with no framed boundaries, 

resulting in a more intuitive sense of freedom, interaction and perspective within the 

artificial environment, promoting a “Learning-by-doing” experience [27]. 

4.2. Benefits 

In accordance with the “Flow Theory”, VR immerses users in the experience, while their 

attention is completely absorbed within the virtual simulation [28]. With contemporary 

VR headsets, users can achieve high levels of immersion and embodiment. Using 

controllers, they interact in real-time with the environment, transforming the overall 

experience into an effective aid to students' learning and developing a sense of being 

there. VR allows users view realistic portraits of real-world environments, situations and 

objects, enhancing their spatial presence [11]. 

VR applications in education, taking into account all of the aforementioned 

properties, can have a positive impact on a variety of aspects of students' perceptions, 

like perceived learning motivation, which encourages them to participate in related 

activities [9]. Furthermore, the intention to use it increases enjoyability because students 

find it appealing [29]. 

 Hardware HMD’s Cardboards 
Advantages Higher visual fidelity 

 
Six Degrees of Freedom (6-DoF) 

provide movement flexibility 

 

Easy access with any smartphone device 

 
Cost effective for group use applications 

 Better interaction experience with 

virtual    environment with to two 

advanced controllers 
 

 

Limitations Requires acquisition of new device 

 
High costs for group use applications 

Three Degrees of Freedom (3-DoF) 

provide limited movement flexibility 
 

Lower visual fidelity 
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Moreover, students lose interest in traditional in-class learning events, resulting in a 

circumstance in which their educational results are harmed. Students' interest can be 

captivated when VR opens up a previously uncharted territory, encouraging them to not 

only participate more than they normally would, but also to be more involved in the 

learning process, which can lead to improved learning outcomes [11]. 

VR has a high didactic and practical value, and when used in conjunction with 

traditional methods, it has the potential to improve students' understanding [29], assist 

them to master knowledge [30] and produce better learning outcomes [31]. It may also 

enable students to carry out curriculum-related experiments and procedures that would 

otherwise be prohibitively expensive, dangerous, or impossible [32]. 

4.3. Limitations 

Despite the benefits and potential of using VR as a teaching or learning method, some 

significant limitations must be considered. For example, despite the limited amount of 

time the user operated the system, some oculomotor-related symptoms such as nausea 

have been reported in some cases [12]. Dizziness, vertigo, eye strain, and headaches are 

also symptoms of users' sensory conflict. Therefore, it is critical to check users' 

backgrounds before involving them in any VR-related process, due to cybersickness 

symptoms [33]. 

5. Gamification 

5.1. A gamified classroom 

When compared to commercial video games, in-class learning activities reveal similar 

behavioral patterns among students and gamers [34]. For example, both allow students 

to prioritize their tasks, as in turn-based role-playing games, design and develop 

strategies in the same way as in real-time strategy games. Moreover, they can develop 

new skills and improve old ones through practice, such as in sports games; learn to be 

adaptable and creative in new situations by playing adventure games; develop critical 

thinking skills, as in puzzle games; learn to be persistent, patient and goal-oriented, just 

like in action role-playing games and in multiplayer and online games, where players can 

change their gaming style to adjust to group activities. 

Gamification manages to combine commercial games and education by employing 

game design, game mechanics, and techniques in non-gaming contexts of the curriculum 

to improve students' learning experiences by making them quite enjoyable and engaging. 

This can help to solve the problem of students' lack of interest in getting involved in 

school activities by increasing their motivation and interest in the relevant curricula. 

5.2. Gamification and Virtual Reality in education 

The logic, techniques, and mechanics of video games can be successfully implemented 

in the frameworks of Virtual Reality Learning Environments to create simulations based 

on educational content. 

Students can interact with the artificial environment and interfere in assigned tasks 

designed according to their educational needs using VR controllers, which are 
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individually created for each head-mounted display system, just as they would do in 

video game quests of commercial games using ordinary video gaming controllers. 

When combined with gamified features, VR educational content that focuses on 

student motivation and engagement can lead to better learning outcomes [18], improve 

memory retention [33] and enhance content knowledge [35]. Gamification techniques of 

various types can be incorporated into Virtual Reality Learning Environments for 

educational purposes. Live frequent updates on information about students' scores, 

ongoing state, progress status, and milestones achieved in each stage are among the 

features that can assist students throughout the VR learning process. Furthermore, 

rewarding students with badges for game-like achievements, and leaderboards as a 

projection of ranking based on their scores [15] are both effective methods of improving 

student retention and enhancing their excitement. Students can also collaborate or 

compete in a multiplayer mode [13]. A help support repository in the menu, different 

levels of difficulty, objectives, puzzles, and item inventories are also gamification 

techniques. 

6. Personalized Virtual Learning Environments 

An important way to support a virtual learning environment efficiently is to use 

personalization techniques with the goal of delivering a tailored experience based on 

student profiling. This can be accomplished by taking into account students' preferences, 

interests, needs, capabilities, skills, prior knowledge of the subject, learning styles, and 

even special needs, thereby addressing the challenges of the heterogeneous features of 

twenty-first-century education. A personalized Virtual Learning Environment can 

benefit students by assisting them in improving their content knowledge, learning 

outcomes, and academic achievements. It also eliminates any perceptual discomforts that 

may arise during the learning process, such as cognitive load, frustration, or a lack of 

interest. These discomforts may act as impediments to learning, resulting in ineffective 

or distorted learning outcomes, or even quitting. 

To clear up any confusion, a personalized learning environment is an adaptive 

automated system based on individualization, as opposed to a customizable environment, 

which requires manual adjustments before it can be applied to any educational 

intervention. 

Various techniques and theories can be used to compose a model design with 

flexible modules, dynamic data filtering, data logging for registering behavioral 

parameters and preferences, and thus creating an application based on the cognitive 

diversity and mentality of each student [36]. 

Troussas et al. [6] presented a model of learning analytics regarding learning 

environments which included multiple modules such as cognitive state and behavior 

prediction module, identification of targeted educational material module, curriculum 

improvement module and personalization module. The findings of this study, which 

included students' evaluations of a web-based prototype application based on the 

aforementioned modules, were very promising, as students perceived the system as an 

efficient way to participate in a personalized experience. 

Regarding learning analytics in VR, Srimadhaven et al. [37] proposed an 

architecture of a VR mobile game for undergraduate students related to the subject of 

programming languages. In this project, students had to complete three stages of the 

game by performing coding tasks. Each level provided a different level of difficulty, 
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allowing students to earn points based on question correctness. The authors designed the 

system's architecture to assess students' cognitive behavior, self-regulation, affective 

behavior, and self-efficacy in order to improve students' academic performance, with 

learning analytics assisting the entire process by providing a personalized experience 

based on student results individualization. 

7. A proposed framework 

After the thorough literature review presented above, we came up with the conclusion 

that the integration of VR Learning Environments with personalized gamified 

mechanisms that take into account students' cognitive states and behavioral patterns 

while also balancing gameplay and learning objectives has never been approached with 

fully immersive VR Head Mounted Displays as medium hardware. It is critical to 

identify students' learning gaps in order to provide a tailored solution that not only meets 

his/her needs and competencies [38], but also to pique his/her interest and increase 

excitement, resulting in an engaged and overall enjoyable experience. 

The following proposed framework (as shown in Fig. 1) aspires to be a reference 

point for future research and educational designs, enabling the inclusion of all of the 

above-mentioned approaches. The framework is comprised of the pedagogical design, 

which includes the formulation of educational objectives, learning theories, and 

strategies as part of the student-centered approach. The Technological Design includes 

all of the technological mechanisms, software, and hardware required to connect the 

theoretical design to the artificial environment. The Data Collection Layer is responsible 

for the generation, storage, and retrieval of data produced by the user's interactions with 

the system. 

 

 

Figure 1. A framework for adaptive Virtual Reality applications using gamification and personalization 

techniques 

7.1. Pedagogical Design 

The Domain Knowledge Model contains the educational material needed to construct 

the specific knowledge that defines the curriculum's educational goals. 

The Student Model constructs the student's profile, which is in charge of assisting 

the learning process. It is provided by a system that is designed to take into account 

student-related factors such as cognitive states, behavioral patterns, preferences, and 
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prior knowledge related to the subject and provide relevant feedback and 

recommendations as the procedure progresses. This could be accomplished through data 

collection via questionnaires and surveys, or through an in-app procedure similar to those 

used in commercial games in the form of mini-games when the application first launches 

as the first task to complete. 

The Gamification Model consists of the mechanisms that the system employs to 

motivate students to use the application and remain engaged throughout the learning 

process. It aims to increase student retention by providing an enjoyable experience 

through mechanisms similar to those found in commercial video games. 

The Personalization Model works in tandem with the Gamification Model and 

Student Model to create a tailored learning experience that incorporates data input from 

student assessments during the Student Model phase, as well as gamification techniques 

that transform the learning environment into a more exciting and fun learning process 

that is tailored to students' competencies, skills, and preferences. 

7.2. Technological Design 

The Artificial Environment is where the student participates in the active learning. It is 

a three-dimensional virtual environment in which students can interact with virtual 

objects that have been created and configured to allow them to experience life-like 

situations. The environment consisted of 3D visual representations, interactions, User 

Interface, and User experience using the game development platform Unity3D or Unreal 

Engine that incorporate the Virtual Reality SDK provided by the Head Mounted Display 

Hardware Development Kit such as Oculus SDK or VIVE Wave SDK. Blender is a 

software that allows users to create 3D models and animations and offers the option to 

import them in the game development platform. Furthermore, in order to achieve high 

levels of immersion and provide students with a flow experience, the systems must 

produce immersive sound effects and background music. 

A Head Mounted Display (HMD) hardware is required for this framework to allow 

the user to experience three-dimensional visualizations and to serve as a mediator for 

interactions between the user and the virtual environment and its virtual objects. Since 

contemporary HMDs use advanced controllers and hand gesture recognition systems, the 

HTC Vive and Oculus HMDs series are sufficient to meet the requirements of this 

framework. They also provide high-fidelity visualizations because advanced displays are 

used. 

7.3. Data Collection Layer 

Data extraction will occur after the required data has been collected as a result of the 

user's interactions with any virtual elements within the virtual environment. A database 

will gather all of the required grouped data for further analysis. 

8. Conclusion 

This paper describes a novel framework for designing adaptive, fully immersive Virtual 

Reality Learning Environments with gamified techniques and aims to become the 

blueprint for future researches and applications. Taking into account students' cognitive 

diversity and characteristics, the design of this framework aims to optimize the learning 
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experience by transforming it into an effective, appealing, and enjoyable educational 

approach, as well as creating a tailored educational interactive environment that can be 

automatically adjusted to the students' profile. 
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Abstract. Augmented Reality (AR) is an emerging technology thriving in recent years. 

The implementation of AR in education offers great opportunities to enhance educational 

environments achieving better learning outcomes. As students with learning disabilities 

struggle with reading comprehension, an AR learning environment provides them support 
to better understand texts they actually read. Even though few studies have tried to explore 

the impact of AR technology to reading comprehension for students with learning 

disabilities in Secondary Education, there is a lack of research grounded in the 
incorporation of learning theories and personalization technologies. The goal of this paper 

is to present an AR educational environment capable of supporting meaningful learning 

outcomes by taking into consideration each student special educational needs and learning 
style. The novelty of this study lies in the student-centered and personalized design, which 

leads to improved understanding, student interaction and self-learning. 

Keywords. Augmented Reality, Educational Technology, Learning Disabilities, 

Personalized Learning, Reading Comprehension, Special Education. 

 

1. Introduction 

One of the main goals of education is to help students develop knowledge, skills and 

strategies, in order to become proficient and independent readers who read with 

meaning. The activity of reading includes seeing, perceiving, understanding, vocalizing 

and mentally constructing through the combined use of eyes, ears and brain [1]. 

However, students with learning disabilities struggle with reading comprehension 

which may be due to not only word recognition skills that are not automatic, but also to 

problems with working memory or to the fact that they may have difficulty in applying 

metacognitive strategies while reading a text [2].  

Reading comprehension intervention can be provided by using a gamified 

approach and Augmented Reality (AR). Augmented Reality is a rapidly emerging 

technology that supplements the real world with virtual objects that appear to coexist in 

the same space as the real world [3]. AR books link text, image, sound and movement 
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as AR application on the mobile phone tracks images in the printed book and overlays 

virtual content onto them [4]. AR provides a multisensory learning environment with 

active students’ involvement during the reading session [5]. Studies indicate that 

multisensory approach is the most effective teaching method for students with learning 

disabilities as it incorporates several learning pathways in the brain at the same time so 

that opportunities for memory and learning are increased [6]. 

The purpose of this paper is to investigate the exploitation of augmented reality in 

order to help students with learning disabilities to better understand texts in a 

meaningful student-centered learning environment. 

2. Literature Review 

According to the literature review, Augmented Reality is mainly applied in the field of 

Science [7, 8]. This may be related to the fact that AR learning environments facilitate 

comprehension of science concepts with the help of 3D models, improving students’ 

laboratory skills [9, 10]. In the field of Social Sciences and Humanities, AR is mainly 

used in second language learning [11]. 
Although many studies have been conducted on AR use in education, only few of 

them are related to special education [12]. However, there is a growing interest in 

designing AR learning environments to support students with special educational needs. 

Researchers studied its affordance in skill acquisition of individuals with intellectual 

disabilities [13], autism spectrum disorder (ASD) [14], learning disabilities [7], hearing 

[15] and visual impairments [16]. It is remarkable that studies have shown that AR 

enables students with special educational needs to gain independent life skills, reduce 

behavioral problems and increase their level of academic achievements, enthusiasm 

and readiness by bringing them in real-life experiences [17]. 

In view of the above, the design and development of an AR system incorporating 

learning theories and personalization techniques targeting to enhancement of students’ 

with learning disabilities reading comprehension skills is crucial. Student-centered and 

personalized design is expected to promote student interaction and self-learning and 

achieve better learning outcomes. 

3. Research Methology 

AR application is mainly focused on STEM education, while there are only few studies 

in Social Sciences and Humanities. Furthermore, research in AR targeting in reading 

comprehension for students with learning disabilities in Secondary Education is limited, 

while there is a lack of research grounded in learning theories, which could provide 

evidence how AR learning environments should be designed in order to improve 

learning outcomes. Additionally, AR systems designed are not personalized and not 

adapted in special educational needs of each particular student. Hence, within this 

context the research questions addressed by this study are the following: 

RQ1: Does AR technology leads students with learning disabilities to the enhancement 

of their reading comprehension?  

AR technology offers great opportunities to enrich learning procedure. Students who 

use AR material have a better performance in reading comprehension and learning 

A. Kapetanaki et al. / A Novel Framework Incorporating Augmented Reality and Pedagogy106



permanency compared to students who read with traditional methods [18]. Therefore, it 

would be quite interesting to investigate the effect of an AR environment on students 

with learning disabilities in Secondary Education.  

RQ2:  How could the pedagogical affordance of an AR system in special education be 

enhanced? 

Many studies have been conducted in order to explore the impact of AR in education. 

However, only few of them implemented pedagogical theories. To optimize learning 

outcomes the incorporation of learning theories is needed in order to design a 

meaningful educational AR environment [19, 20]. 

RQ3: How could a student-centered AR learning environment be provided in special 

education?  

A student-centered learning environment is focused on students’ interests, abilities and 

learning styles [21, 22]. It is quite challenging to design a student-centered framework 

by using artificial intelligence techniques, in order to adjust the AR system to specific 

needs of students in special education. In that way, personalized learning is provided, 

satisfying the demand for inclusion and enabling students with special educational 

needs to take over an active role in learning process. 

In view of the above, this paper proposes the design and development of an AR 

system with the aforementioned features, namely the incorporation of learning theories 

and personalization techniques, for supporting students with learning disabilities in 

reading comprehension. 

In order to examine whether the use of AR may have a positive impact on this field, 

quasi-experimental design and a mixed method, combining the collection of both 

qualitative and quantitative data, will be used for evaluating the developed AR system. 

Qualitative data will be collected by interviews, while quantitative data will be 

collected by Likert-scale questionnaire. The sample will be composed of students with 

learning disabilities in Secondary Education. The experimental group will participate in 

reading activities of textbooks using AR application, while traditional methods will be 

used for control group. 

Fig. 1 illustrates the steps of the research methology of this study. 

 
Figure 1. Research design of the study 
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4. The AR-PeRCoSE Framework : Augmented Reality and Pedagogy in  Reading 
Comprehension in Special Education  

This study introduces a novel framework, called AR-PeRCoSE, which uses AR 

technology in conjunction with pedagogical theories and AI techniques for promoting 

reading comprehension in Special Education. To this direction, school books will be 

used and enriched with AR content by providing real-time visual and audio feedback. 

Personalized AR content, consisted of image, audio, video and text, will be prepared, in 

order to allow multiple entry point to process learning and demonstrate understanding 

for each particular student. AR technology will be based on markers and a tablet will 

scan book pages and detect markers via an AR application. Markers and multimedia 

objects will be designed and saved in system’s database in the cloud, so as to enable 

tablet’s camera tracking.  AR content will be designed taking into consideration 

domain model, pedagogical model by integrating learning and special education 

theories, student model, Augmented Reality (AR) and Artificial Intelligence (AI) 

techniques. As tablet’s camera tracks the markers, the display will show supplemental 

material from which every student can choose what to use according to its needs and 

learning style. Interactivity between students and the device is expected to stimulate 

their interest and encourage them to study efficiently texts at their own pace. 

Fig. 2 presents the proposed AR-PeRCoSE framework. 

 

Figure 2. Augmented Reality and Pedagogy in Special Education Framework 

5. Conclusion and Future Work 

This paper introduces a novel framework which uses AR technology incorporating 

pedagogical theories and personalization techniques in order to enhance students’ with 

learning disabilities reading comprehension skills. The main aim of this framework is 

to foster personalized student-centered learning environment and achieve better 

learning outcomes. 
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In addition, future studies need to use this framework so as to compare its 

feasibility to diverse groups of special educational needs, examine its usability and 

affordance to each particular group and detect potential gaps for its improvement. 

Furthermore, AR use could be further expanded for other skills acquisition for students 

in Special Education. 
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Abstract.

The study aims to explore VR Serious Games as a form of therapy for people
with dementia. It seeks to establish the utility of VR-based interventions with the
application of Montessori Method. This study also serves as a basis for researchers,
healthcare professionals, and developers who plan to incorporate VR therapy with
other therapeutic approaches and to create a system that may be replicated for other
illnesses via telemedicine to address the most vulnerable sectors. The main benefi-
ciaries of this study are people with dementia and those who directly interact with
them such as their doctors, caregivers, and family members of the patient.

Keywords. dementia, virtual reality, telemedicine, montessori method

1. Introduction

According to the World Health Organization [1], dementia is a syndrome in which there
is deterioration in memory, thinking, behaviour and the ability to perform everyday ac-
tivities. There are currently around 50 million people affected with dementia and almost
10 million new cases each year. With a projection of 82 million by 2030 and 152 million
by 2050, researchers are continuously trying to find a cure for dementia.

There are pharmacological and non-pharmacological treatments for dementia. For
pharmacological treatments, the commonly prescribed medicine to the patients are
mostly to regulate the hormones related to learning, but they have short effectiveness
and may cause side effects in the long run, example of these are cholinesterase inhibitors
and memantine [2]. Non-pharmacological treatments include multiple types of therapies
that are used to alleviate the symptoms of dementia. One study explores reminiscence
therapy on dementia [3]. It involves discussion of memories and past experiences using
photographs and music as mementos for memories. The study claims that the therapy
has some positive effects on quality of life, cognition, communication, and mood. Game
therapy is another kind of therapy that improves cognitive functions [4] along with social
and emotional functions [5].

Virtual Reality is a promising technology for therapy for its real-life scenario sim-
ulation without risk. Interventions using VR can be useful for people with mild cogni-
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tive impairment or dementia [6]. Content, immersion, and controls must be taken into
account for persons with dementia [7]. In this study, VR technology is implemented as
a serious game. This meta-analysis on VR-based interventions states that VR is cost-
effective, flexible, comprehensive, and potentially useful for patient-centered care. VR
therapy has a positive effect on physical fitness, cognition, and emotion. Dementia pa-
tients would benefit greater accessibility in their own homes or residential aged care since
each experience can be tailored to the interest of the patient [7].

Due to the nature of COVID-19, older adults with dementia are more vulnerable
in contracting COVID-19. Hence, local authorities have banned visits to nursing homes
and long-term care facilities [8]. Anxiety and depression are the most common psy-
chological effects caused by the pandemic. It also raises the issue of high rates of pre-
existing depressive symptoms in the elderly and lack of access to mental health care [9].
Technology-based interventions that can be remotely accessed by people with dementia
can address this problem [10]. Due to COVID-19, progress of telemedicine has hastened
[11]. This study is a response to the need for more technology-based interventions for
people with dementia.

The Montessori Method dates back to the 1900s when Dr. Maria Montessori was
looking for a scientific approach to teach children. The philosophy revolves around bring-
ing the person’s potential by giving him creative freedom in an environment. Later on,
researchers and doctors start to apply the concept to dementia patients where he remi-
nisces his interests or hobby then work the therapy from there [12]. According to [13]van
Rijn’s team, the Montessori principles applied should include the following: (1) cueing,
(2) building on existing skills, (3) providing clear specific tasks related to an activity,
and (4) multisensory activities. The Montessori method is a very helpful way to help the
patient set up the environment he is most comfortable with as the main goal is to make
the patient feel more independent and at the same time boost his sense of purpose, so he
will not feel like a dead weight [14]. For this study, we are going to focus on individual
engagement rather than group activity due to the pandemic.

2. Objectives and Considerations

The study has four primary objectives: (1) Develop A VR Serious Game with Montes-
sori Approach, (2) Add a real-time system for the application, (3) preserve VR applica-
tion features for dementia and (4) test for usability, and user feedback with performance
metrics and analysis of the application.

The first objective consists of two features: (1) Contain a variety of Montessori-
based activities, with a touch of (2) personalization [15]. The rooms are divided into two
where each room has its own set of Montessori activities

1. Living Room - Activities are (1) Turning on the TV and (2) the radio. Personal-
ized features are (1) Television show, (2) Radio music, (3) Book, movie, poster
covers and (4) Personal photographs.

2. Lanay or Garden - Activities are (1) Flower arrangement and (2) watering plants.

The second objective is to develop a real-time system for the VR application. The
patient and caregiver can be in the same virtual room in real-time. This objective ad-
dresses the specific constraints and additional conditions brought about by COVID-19.
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The third objective consists of the following features: (1) have easy-to-understand
game mechanics, (2) have intuitive interface and controls, and (3) provide an ambient
environment. The study uses the Serious Game design assessment framework [16] to
further expand upon these features.

The fourth objective is to do various tests on the application. Namely, these are Sys-
tem Usability Test, user feedback, and performance metrics and analysis on the applica-
tion.

3. Application Design

The conceptual framework used for this study is divided into 4 parts corresponding to
each of the main objectives. The first part is about developing the game with Montes-
sori approach. To ensure that the game follows the Montessori approach, the activities
are designed following the Montessori Principles that [13] used in designing their own
game. Rather than introducing new skills, it is important to build on the existing skills
of the patients to prevent frustration. Clear and specific tasks must be provided to make
sure that the patients understand such as visible cues. Finally, activities must be multi-
sensory and dynamic. Adhering to these principles support the Montessori approach of
the application.

The second part is supported by [17], stating that there is indeed an existing need for
a remote connection between patients and caregivers. COVID-19’s restriction on social
distancing can be alleviated through the use of telemedicine, therefore a real-time system
for the application is a crucial component.

The third part uses the Serious Game design assessment framework (SGDA) pro-
vided by [16] to preserve VR application features. There are 6 key design elements:
(1) purpose, (2) content & information, (3) game mechanics, (4) fiction & narrative, (5)
aesthetics & graphics and (6) framing.

• Purpose - The main purpose of the application is to develop a VR serious game
with the Montessori approach, provide a comfortable, relaxing, and entertaining
experience, accommodate various hobbies and interests by providing a multitude
of Montessori-based activities, and improve overall quality of life of the patient

• Content & Information - The Montessori-based activities that were chosen to be
included in the application are from literature and professional opinion. Simple
and straightforward instructions are given to the user for each activity.

• Game Mechanics - The application offers different types of activities. To keep the
game simple and easy to use, the application only features one game mechanic:
point-and-click.

• Fiction & Narrative - The application is a collection of different Montessori-based
activities. The user does not need to keep track of a linear story as there is none.
This ensures that the user focuses on the gameplay itself.

• Aesthetics & Graphics - The application’s interface is intuitive in order to pre-
vent overwhelming the user with information and cause confusion. The applica-
tion has simple yet recognizable graphics. There is an ambient environment with
background music for relaxation. Auditory and visual cues are present to aid the
patient.
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• Framing - The target audience for the application is people with dementia. The
game design is specifically developed for their usage, from the game mechanics
to the user interface. The caregiver personalizes the virtual world for the patient.

The final part is testing the application using the Software Usability Scale [18] and per-
forming user interviews. Performance metrics and analysis are also done.

Figure 1. Application Architecture

The application is a web application using NodeJS and Express and Handlebars as its
view engine. The database used is SQLite as it is good for small-scale prototypes. There
are two tables in the database. The first table is the room table that contains information
about a specific room such as patient name. The second table is the points table that
contains post-session data for the caregiver to analyze later on.

The application is separated into two parts: The system and the virtual room. In the
system, the caregiver can perform CRUD (Create, Read, Update, Delete) on the room
table, where uploading of personal media is performed. The caregiver may also view the
post-session data of the patient.

Figure 2. GunitaHu’s Virtual Room

The next part is the Virtual Room which is developed using A-Frame, a WebVR
framework and Networked-Aframe built on top of A-Frame used for the multiplayer as-
pect. The caregiver and patient are able to interact with each other through voice chat,
and may interact with the virtual room. After the session, the system automatically cre-
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ates a post-session data report of the patient for the caregiver to view later. The pointing
system is simple: completing a task gives you a point.

In order to give a nostalgic feeling to the patient, the environment is comprised of a
simple home with a living room and a garden.

4. Setup and Implementation Specifics

• Participants - healthy people, preferably those between 50 and 70 years old.
• Equipment - The recommended internet speed is be at least 8mpbs for the videos

to load properly with maximum latency of 40ms. The computer on the caretaker
side should have an operating system of Windows 10 with a minimum of i3-6100,
GPU of NVIDIA GTX 1050 Ti or greater, and 8GB RAM. The Oculus Go is
standalone, so there is no need to connect the device to the computer. It has a
Qualcomm Snapdragon 835 with GPU of Qualcomm Adreno 540 GPU and 3GB
of memory.

The user flow of the patient-caregiver are as follows: Caregiver A is in location A.
Caregiver B and Patient are in location B. Caregiver A, using a PC or a HMD connects to
the application and enters the virtual room. On the other hand, caregiver B assists Patient
such as setting up the HMD, chair, etc. The patient connects to the application thru a
HMD. While the session is ongoing, caregiver B monitors the state of Patient and may
also view their screen through a PC through screen casting. After the session, the patient
exits the virtual world and the caregiver exits and views the post-session data.

5. Testing Plan

The end users of the application are people with mild to moderate dementia. Due to
COVID-19, actual testers are healthy participants in the age range of 50 - 70. Clinical
testing is outside the scope of this study due to time constraint and the pandemic. As such,
the effectiveness of the application is based on usability tests, interviews, not clinical
assessments.

The researcher conducts the experiment after setup and profiling the patient then
records the patient doing the tasks in any order. The application would give a point for
every task done. The session lasts for 30 - 40 minutes with a 5 minute break from the
VR experience in between. At the end of the session, the patient answers a question-
naire about usability and user feedback (System Usability Scale)[18]. The source code is
publicly available on Github, and the live demo is deployed on Heroku.

6. Conclusion

Exploring this area of Montessori Method integrated in VR is promising. An additional
data point such as duration of the session may be helpful for caregivers. This study serves
as a case study for future researchers, healthcare professionals, and developers. The
COVID-19 pandemic and its effects may persist for a few more years, hence expanding
telemedicine is encouraged.
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Testing on a larger test sample, as well as on actual dementia patients would be
preferable. More scenarios, rooms, and activities would greatly increase the application’s
features. Enriching some tasks by adding multiple states, such as adding channels on the
TV, would also be good. Other game mechanics such as dragging and dropping can be
explored by using other VR HMDs with better performance than the Oculus Go. Using
a full-fledged game engine like Unity, Unreal, or Oculus SDK allows for more control
in the performance side. Healthcare professionals and caregivers can add clinical testing
and since the application is open-source, the system may be replicated for other illnesses
and ultimately contribute in expanding telemedicine.
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Abstract. The work presents a new approach to the study of problems associated 

with the initial definition of the concept of "intelligence". In work, intelligence is a 

property that ensures, at some level, the successful interaction of a subject or 

system with their environment, which is specified in the form of a subject area. For 

this, the subject area is modeled (smart modeling). Modeling is the process of 

representing a domain in which the subject must solve the corresponding problems. 

         The domain model is presented as a body of knowledge covering the 

constituent elements of this domain. Knowledge is a means of describing this 

model and is determined using a language that includes the logic of describing the 

corresponding entities of the subject area. Language properties are used to model 

some abstract formal structure in the form of a mathematical representation. The 

modeling process consists in a sequential transition from the description of the 

subject area to an interconnected structure of knowledge, associated with the 

constituent elements of this area, which are highlighted in the modeling process. 

Keywords. Intelligence, intelligent system, subject area, mathematical structure, 

logic, modeling, intelligent modeling, knowledge, knowledge representation, 

ontology. 

1. Introduction 

There are many science fiction novels and films, the heroes of which are machines 

created by man, but possessing reason and intellect. And therefore, they are capable of 

solving the most difficult problems on which the existence of mankind in the future 

depends, which way will its development go, how it will be able to protect itself from 

internal and external threats. 

The real path to the creation of such machines began when computer systems 

emerged as the basis for collecting, accumulating, storing and processing data about the 

world around a person. With the help of these systems, first of all, they made an 

attempt to solve problems that a person successfully solves, relying on his knowledge 

and his intelligence, on his feelings and emotions. These were the tasks of recognizing 

signs, texts, images, competing with a person in various games - checkers, chess, poker, 

go - understanding what a person is talking about, translating from one language into 

another, writing poetry and creating musical works. In other words, we are talking 

about solving problems that are considered creative and have always been the 

prerogative of a person. 

These tasks have historically been called artificial intelligence (AI) [1 - 3]. But, 

over time, this concept has expanded. The tools that simulated creative functions 

expanded their capabilities to new areas of application. Now AI is widely used in 

developments related to entire areas of human activity: industry, robotics, transport, 
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medicine, defense, and education. AI has found applications in finance, trade, security 

systems, and data mining. Algorithms and methods related to AI are used wherever it is 

necessary to process large amounts of various data, identify existing dependencies and 

use them to optimize decisions. 

At the same time, a new approach has been outlined for constructing systems that 

are supposed to have intelligence, and in their direction of research differ from classical 

AI. The basis of this direction is the definition of intelligence as a certain property, the 

presence of which in a subject or system means that such a subject or system can be 

called intellectual. The definition of intelligence simultaneously shows that there are 

different representations for intelligence, although they all have some common 

properties. 

This work is devoted to the study of the main properties and possibilities 

associated with this new approach. Its purpose is to highlight and detail the basic 

elements that collectively define intelligence. In particular, this element is smart 

modeling, discussed below. 

2. Basic concepts 

2.1.  Intelligence. 

Consider the basic concepts related to intelligence. Firstly, any intelligence is related to 

and manifests itself in a certain subject area. The subject area is a part of the real, 

imaginary or in some other way a given world, environment, within a certain context.. 

It is assumed that any subject area can be described by a certain set of concepts, 

rules and restrictions that are specific to this area. Usually a person works in a certain 

field and, if you need to characterize him, then say a financier, mathematician, 

physicist, composer, programmer or athlete, thereby in a sense defining what a person 

does and where he manifests himself. Although in some cases a person can express 

himself in different subject areas. For example, the physicist A. Einstein played the 

violin well, and the politician W. Churchill painted beautiful pictures. 

Note that along with the natural material world, considered as a set of subject areas 

- place of residence, home, study, work, entertainment (theaters, clubs, concerts) - one 

can consider the worlds of ideas, representations, fantasies, beliefs, hopes, expectations, 

virtual structures. Subject areas include the fields of science, art, management, and 

production. 

In order to carry out any actions in the subject area, you first need to set or 

describe these actions for yourself. For this, there is some representation of the subject 

area, called its model. In this model, actions are formally performed. And intelligence 

is used in the context of this model. Therefore, the second necessary property of 

intelligence is the ability and ability to adequately model the subject area, based on 

their perception of the individual components of this area. The process of modeling 

itself, since it involves a connection with intelligence, is called intelligent modeling. 

Finally, the last third property of intelligence, in which it manifests itself most 

vividly, is the solution of problems in the subject area. First, the problem is solved in 

the constructed model, and then, for implementation in reality, it is transferred to the 

subject area, in which the elements of the model are interpreted. Success in solving 

problems depends on how adequate the model of the domain was built, and on whether 
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the intellectual subject will be able to find a solution to problems using the constituent 

elements of the model. 

Let's combine these properties in a single concept. Then the intellect of the subject 

is understood as a property that allows the subject to model the subject area, which 

he perceives and with which he interacts, so that at the level of the constructed model 

to solve the problems that can be posed to the subject in this area. [4]  

A system with intelligence, that is, capable of simulating its environment and 

solving problems on the basis of this model, is called an intelligent system. Note that it 

is possible to consider systems for which a domain model is specified, and the system 

only solves problems based on this model. For example, this is how the teaching of 

mathematics at school is structured: textbooks contain information and rules, the use of 

which allows you to solve problems associated with these rules. 

Subject area modeling. Let the subject area � be given, for which an intelligent 

system (IS) ℑ is being built. This system is created to organize interaction with �. The 

interaction itself is determined by the tasks coming from �  to system ℑ , and the 

solutions of these problems by ℑ. It is assumed that the system ℑ forms for itself some 

idea of the subject area - the model of area � - on the basis of information flows 

coming from � to ℑ. These streams are formed using the means of perception that the 

IC has, or other means used by the IC to characterize the area �. 

Model �  is a part of a certain space that includes a partially named set U of 

objects and structures of the area � , together with the connections and relations 

existing in this area, perceived by the IS and reflected by it in the model. 

The set U is called the universe �. Partial naming implies that individual elements 

of � or their constructions from these elements can have their own name. Concepts are 

associated with them as a description of a set of properties characteristic of this part. 

Behind the concepts are the classes of objects that exist in �. 

Concepts (N), individual representatives of the class of objects (Id) defined by 

concepts, attributes of concepts (M), relations R in the aggregate make up the universe 

U, and hereinafter are called concepts of model �. A variant of perception of the area 

� is possible not immediately, but gradually. For example, with the help of a training 

sequence, the elements of which form separate concepts that define the characteristics 

� . In this case, the IS does not even directly perceive the subject area. All the 

necessary information is contained in the training sequence.  

In addition to the formation of a set of concepts at the stage of modeling, the IS 

chooses the type of spaces (mathematical structures) in which the model will be built. 

These can be algebraic structures, topological spaces, manifolds, categories, functional 

spaces, and neural networks of various shapes, probabilistic models and networks, 

fuzzy spaces, automata. The features of the selected space are used in the construction 

of the model, being a constituent part of it. Let's call the selected structure the bearing 

mathematical structure of the domain model. 

The second component of the understanding of intelligence is the logic ℒ, which 

underlies both the construction of a domain model and the solution of problems that are 

posed to the IS. In the general case, logic, as a means of formalizing reasoning, shows 

how, in the condition of certain assumptions, from some statements - the conditions of 

the problem - it is possible to obtain other statements, considered as a result of solving 

this problem. But classical logic is not well suited for this. Therefore, in theory of 

modelling, an attempt was made to expand the possibilities of logical inference, 

improving it and bringing it closer to the methods with which a person solves problems. 
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To build IS, one can use, for example, predicate logic, modal and fuzzy logics, 

evolutionary variants of logic, default logic, probabilistic logic, and descriptive logic. 

In each case, the system receives its own version of intelligence with its own problem-

solving capabilities. 

2.2. Knowledge. 

In order to build a model of a subject area, IS collects information about the structure, 

constituent elements, connections between the elements of this area, IS collects 

information about the structure, constituent elements, connections between the 

elements of this area, the possibility of transforming some elements into others.. 

Moreover, this information comes in separate portions and is stored in the system, 

forming in it an idea of the subject area in the form of a body of knowledge. [4, 5] 

Each knowledge is generated by an objective reality in which an IP (subject) exists. 

But this reality is transformed through the perception of the IP (subject). Or it is set 

ready-made, as a result of the perception of other subjects. The process of knowledge 

formation can be empirical: the collected information is brought together and 

transformed into the form of knowledge. Or theoretical, passing first through the 

creation of a theory that is valid in a certain area, and only then including theoretical 

hypotheses and conclusions in the form of knowledge about the environment. Although 

between these forms of obtaining knowledge, in reality, transitions and 

interconnections are possible and exist. 

Based on the collected knowledge, the IS performs modeling. The process of 

creating a model can be one-time: "{knowledge} → model", or sequential and multiple, 

in which knowledge is gradually built up and a new amount of knowledge allows you 

to form a new approximation of the domain model. 

Naturally, the collected knowledge should contain enough information to serve as 

the basis for a domain model, and be consistent with the capabilities of IP. It is 

proposed to consider the multicomponent task of knowledge, which from different 

sides define the object to which the knowledge is compared. In the future, this 

knowledge can be used to build a model. 

Let's choose an arbitrary object X belonging to the area �. Perceiving this object, 

the IS forms a certain set of features �� = ���
�, … ,��

� �, built on the basis of this 

perception. Signs can be as simple as estimating the size or color of an object. And they 

can be complex if the object is associated with some concepts of the subject area, for 

example, a tree, a garden, a stream, and a ravine. Suppose that the set  is the value 

of some operator on the object X. And this value (X) is one of the components of 

knowledge about the object X. (X) is called the natural interpretation of the 

object X. 

The second component of knowledge is built on the basis of logic ℒ  . This 

component consists of a logical description of the object X in the form of a formula in 

the language of logic ℒ. This formula will be denoted as ℒ(X). In area �, object X is 

linked to other objects from �  by different relationships and dependencies. It is 

assumed that the set of such objects associated with X is finite. Such a set of pairs 

(object Y, relation R), for which object Y is connected with object X by relation R in 

� , constitutes the third component of knowledge about object X. Finally, the last 

fourth component of knowledge is the ontological description of object X. The use of 

α X

Λ Λ
ς

X
Λ

V.Yu. Meytus / Intelligence and Intelligent Simulation120



ontology is a prerequisite for human understanding of knowledge representation. What 

cannot be described at the level of ontology is not knowledge for a person either. 

Note that, in the general case, ontology can include various means of description 

for different subject areas: the language of mathematical theory and chemical formulas, 

mythological representations, metaphors, fantastic images and descriptions. 

Interpretation of an object from � in the form of an ontological description is the basis 

on which the interaction of the IS with a person is further built. 

2.3. Intelligent Modeling Algorithm. 

The concepts discussed above are combined in a basic algorithm for constructing a 

domain model. A variant of such an algorithm was proposed in [6]. 

The intelligent modeling process is structured as follows. 

1. The supporting mathematical structure [6], considered as the skeleton of the 

model, is selected as the basic basis for the created model. The choice of the supporting 

structure largely determines the methods that can be used in the model to find solutions 

to problems. The components of this structure in the subject area are compared to 

entities that the IS (subject) perceives, separates from the area and finds for them a 

possible set of properties (features, attributes). 

2. Entities in the subject area include: 

- objects perceived at this level as some kind of integrity; 

- instances of objects; 

- classes of objects; 

- structures built from various objects, classes; 

- connections and relationships between objects, classes, structures; 

- a set of objects considered as a single entity; 

- processes considered as a sequential change in a set of objects. 

It is assumed that each of these entities can be perceived and separated from the 

subject area for modeling. Moreover, some entities that have the same or similar 

properties can be combined into a common class. Finally, an entity can be formed 

during the modeling process when other entities are selected, or it can arise based on 

the choice of an ontology associated with the subject area. 

Note that other approaches to considering entities in the subject area are also 

possible. For example, when considering different variants of neural networks as a 

carrier structure, sets of weights of individual neuron configurations can be considered 

as entities. 

To accumulate experience of its work, the IS contains a knowledge base in which 

various variants of subject areas and their components are presented and accumulated 

in the course of work. The intelligent modeling algorithm assumes the possibility of 

accessing this database. The request is based on the information that the subject 

endows with the entities selected from the subject area. At the same time, the possible 

environment of the entity in question can be selected from the base. 

3. After building a domain model, intelligence appears as the basis for solving 

problems in this model. The supporting mathematical structure associated with the 

subject area sets the core of a formal approach to solving future problems, to the choice 

of the necessary methods and an abstract approach to the presentation of information 

that needs to be used in the solution. In turn, the logic associated with intelligence sets 

the rules on the basis of which the IS will seek a solution to the tasks assigned to it. 
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4. Logic is the formal basis for solving future problems. It coincides with the logic 

that is chosen to build the domain model. The logical description of knowledge is one 

of the components of its presentation. And logical view processing is an integral part of 

the problem-solving path. Above, we have considered possible options for specifying 

logic that can be used to describe knowledge and the subsequent conclusion of 

consequences when solving a problem. In fact, there are much more possible options 

for specifying logic. And research in this direction is constantly ongoing. In many 

respects, the efficiency of the intellect in solving the problem, as well as the complexity 

of the problems being solved, depends on the task of logic. 

5. The intelligent modeling process usually includes several stages. In other words, 

the domain model is not created immediately as a one-time sequential execution of the 

first four steps of the overall building process. As practice shows, first, based on the 

selected set of entities, the first approximation of the model is built. It is then analyzed 

and viewed as a representation of the domain for comparison and validation of the 

model and the domain. It is possible that the constructed model reflects only some 

characteristics of the region and requires clarification of the elements presented in the 

model. Then the modeling process is reapplied to the pair (subject area, model). The 

constructed model is expanded and refined; new elements and entities are introduced 

into it so that it more adequately reflects the subject area. 

6. The finished model is immersed in the IP knowledge base. In the future, many 

of these models determine the experience of an intelligent subject or system, making it 

possible to simplify the modeling process. Therefore, the process of sequential building 

of the model is transformed into the process of its training. 

7. Along with the process of intelligent modeling and consideration of its result - 

the model of the subject area - the knowledge base includes information related to the 

choice of the supporting mathematical structure and the choice of the logic of 

description and construction of the model. Such a choice can be determined by analogy 

with ready-made solutions or randomly. But determining the nature of the supporting 

structure and the logic of solving problems in a specific subject area is one of the 

complex unsolved problems associated with the development of the theory of 

intelligent systems. 

3. Conclusion.  

The work gives a definition of intelligence as a property that provides, at some level, 

the successful interaction of a subject or system with their environment in the form of a 

subject area. The system (subject) possessing this property is then called intellectual. 

The property of intelligence is expressed in the fact that such a system models a subject 

area, and then uses this model in order to solve problems in the model that determine 

the interaction “system ↔ area”. 

The intelligent modeling algorithm selects for building a model some supporting 

mathematical structure, which is associated by the system with the perceived structure 

of the subject area. And to solve problems in the model, it uses one of the possible 

variants of logic. Naturally, for the same subject area, different versions of intelligences 

can be built, which have different capabilities, determined by the classes of problems to 

be solved. 
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How for a specific area to choose the most suitable type of intelligence 

corresponding to it remains an open problem, which can be solved only after building 

different intelligences and comparing them in solving problems. 
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Abstract. Faced with the disruption generated by the COVID-19 pandemic, the 
advent of enforced and exclusive online learning presented a challenging 
opportunity for researchers worldwide, to quickly adapt curricula to this new reality 
and gather electronic data by tracking students' satisfaction after attending online 
modules. Many researchers have looked into the subject of student satisfaction to 
discover if there is a link between personal satisfaction and academic achievement. 
Using a set of data, filtered out of a statistical analysis applied on an online survey, 
with 129 variables, this study investigates students’ satisfaction prediction in a first-
semester Mechanical Engineering CAD module combined with the evaluation and 
the effectiveness of specific curriculum reforms. A hybrid machine learning model 
that has been created, initially consists of a Generalized Linear Model (GLAR), 
based on critical variables that have been filtered out after a correlation analysis. Its 
fitting errors are utilized as an extra predictor, that is used as an input to an artificial 
neural network. The model has been trained using as a basis the 70% of the 
population (consisting of 165 observations) to predict the satisfaction of the 
remaining 30%. After several trials and gradual improvement, the metamodel’s 
architecture is produced. The trained hybrid model's final form had a coefficient of 
determination equal to 1 (R = 1). This indicates that the data fitting method was 
successful in linking the independent variables with the dependent variable 100 
percent of the time (satisfaction prediction). 

Keywords. machine learning, students’ satisfaction, CAD, COVID-19, online 
learning, hybrid model, Engineering education. 

1. Introduction 

As recognizing the customers’ needs is critical to business success, in the educational 

field, recognizing the learners’ needs and taking measures to satisfy them can be the key 

to enhance students’ academic achievements. Many scholars have explored the topic of 

students’ satisfaction in order to discover whether a connection can be established 

between personal satisfaction and academic performance. It has been described as a 

comparison of expectations and perceived service quality [1]. However, student 

satisfaction can be considered as a good indicator of retaining existing students [2], and 

especially during their first year in higher education. Due to the global COVID-19 

pandemic outbreak, traditional teaching methodologies needed to be reformed through 
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online platforms. Technology features and social media channels have been applied in 

the field of education in order to create challenging virtual learning environments, 

especially for the first semester students that have not even visited the University Campus 

due to lockdown measures. 

In view of the above, this paper presents a model that predicts the students’ 

satisfaction in a first-semester mechanical engineering course. The model consists of 24 

critical variables of an extended online survey. The novelty of this paper lies in the 

forecasting of students’ satisfaction in learning environments controlled fully by 

pandemic restrictions.  

1.1. Related work 

It is important to investigate significant factors in online learning that indicate the 

success of the method applied. Those success factors can be measured in terms of 

network education platforms corresponding to the needs of instructors and learners, 

remote teaching on completing learning tasks efficiently and whether online education 

can become an efficient tool for specific periods.  Outcomes can reveal recommendations 

based on the research findings, in order to support the sustainability of online education 

strategies [3]. In [4], the online portion of a blended-learning degree program for 

pharmacists has been evaluated, using a formal self-assessment and peer review. An 

instrument systematically devised according to Moore's principles of transactional 

distance [5] has been applied and the research pointed out that a number of course 

elements for adjustment could enhance the structure, dialog, and autonomy of the student 

learning experience. In [6] a virtual reality tour-guiding network has been constructed, 

and 391 students from a Taiwanese technical university took part in the experiment. The 

findings of this research revealed their learning efficacy and acceptance of technology in 

the educational system. During the first stage of the outbreak, in most educational 

establishments online education took the form of class-based instruction and is an 

expansion of the original online education.  

Previous research on the satisfaction of online education platforms did not consider 

the new variables introduced by the epidemic, such as ease of use and interaction quality 

[3]. Nevertheless, new constructs categories have been revealed in [7] such as Students 

transition from Face-to-Face learning to an Emergency remote Teaching environment 

[8] and virtual classroom fatigue, that can affect learners’ attitude towards a specific 

online curriculum. 

The present study evaluates the learning strategy of an online first-year engineering 

curriculum from the viewpoint of students, in the context of public health emergency. 

Factors referenced in previous studies [9] have been optimized, and shown to contribute 

on student’s perception of assignments relating to real world tasks. 

2. Research methodology 

This research has been conducted on students (population) completing their first 

semester during the academic year 2020-2021 at the University of West Attica, School 

of Engineering, Department of Mechanical Engineering (Athens, Greece). The 

curriculum selected is laboratory course, named “Mechanical design, Computer Aided 

Design CAD I”. The online module’s learning strategy has been applied to 216 students 
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which were divided in 11 online groups in MS Teams platform, assisted by a group of 5 

instructors (N=216), with a valid number of 165 participants (n=165).  

A large amount of information regarding engineering students and their interactions 

with their virtual learning environment has been obtained. Data were mined out of two 

web-based surveys1, and additional students’ related data. Quizzes, freehand drawings 

of object views (sketches) and CAD drawings of object views including sectional views 

were among the weekly assignments. The purpose of the mind-on assignments was to 

improve students’ spatial perception. Specific activities were centred on an existing 

metallic structure on campus, aiming to establish tasks’ relevance to real-world 

mechanical engineering cases, as well as their importance for students’ future 

employment. [10, 11]. 

The measuring methods of students’ satisfaction of the module can be schematized 

in the following organogram: 

Figure 1. Data mined from different sources. 

 Following the analysis of the collected data, a matrix with the dimensions 129X165 

was created (Figure 1,2), where 165 is the number of students and 129 is the number of 

variables to be evaluated. A statistical analysis was conducted, which included a 

correlation analysis (Spearman's rank correlation coefficient) in SPSS v20 to highlight 

the most significant correlations between all of the ordinal variables. The aforementioned 

analysis filtered out 24 variables that affect students’ evaluation of the module, related 

to their satisfaction during COVID-19 pandemic circumstances. 

The methodology performed is illustrated in Figure 2. 

 

Figure 2. Methodology of the study. 

3. Metamodel of interpreting students’ satisfaction 

The presented method aims to combine the benefits of the GLAR method in fitting 

transformed predictors with linear logic, with the effectiveness of neural networks in 

non-linear data fitting applications. Neural networks are considered adequate for 

handling non-linear applications. The machine learning technique known as an artificial 

neural network (ANN) is used to define a function that connects a set of inputs to a set 

of outputs. As a result, a generalized linear model generates a linear combination of 

transformed predictors (through a link function's response). 

A separate file containing the most important variables is established for the aim of 

building a function to associate the students' satisfaction from the module with the 

database's most influential variables for this pursuit. 

 
1 1. pre-course, 2. post-course 
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The function created will have the form presented below: 

y = f (x1, x2, x3, x4 … xn) 

where y represents the students' satisfaction and x1, x2,…,xn represent the predictors 

(table 1), which in this case are the variables (survey questions) that have a statistically 

significant correlation with the student's satisfaction. 

Artificial neural networks are known to be excellent at handling non-linear issues. 

Therefore, artificial neural networks (ANN) can be conceived as a machine learning 

methodology for defining the function (metamodel) that connects a set of inputs to a set 

of outputs. In the relevant literature [12, 13], ANNs have been used in a number of studies. 

The procedure mentioned above is performed by connecting the input layer or a set 

of hidden layers to an intermediate hidden layer (or a set of hidden layers) that is 

connected to the output layer. The size of the input layer is relative to the number of 

variables that are being taken into account. Each layer's nodes (also called neurons) pass 

information on to the nodes that come after them [14-16].  

 

Figure 3. Satisfaction Metamodel neural Network’s Architecture. 

The suggested method in this study aims to combine the benefits of the GLAR in 

fitting transformed predictors with linear logic with the efficacy of neural networks in 

non-linear data fitting applications. The generalized linear model integrates a variety of 

statistical models, including linear regression, logistic regression, and Poisson regression. 

It is essentially an iteratively repeatable least squares method that can maximize the 

likelihood of model parameters. 

The survey answers and related data of the 165 students in 24 statistically significant 

variables (with p-values less than 5% and Spearman rho coefficients equal to absolute 

0.20 or more) are isolated in a matrix with the following dimensions: 165x25 (table 1). 

The students' satisfaction rate is listed in the table's last column (25th). In multivariate 

regressions, the absence of tools dealing with ordinal and nominal variables is a problem 

that will be handled by the technique applied in the present study. In the process of 

modelling continuous variables, similar issues do not occur. The errors generated by the 

Generalized Linear Model will be used in the hybrid model as the 25th variable, apart 

from the 24 variables previously stated. A neural network for predicting student 

satisfaction from the Mechanical Design CAD I module, is finally trained. All 

simulations of this research have been performed in MATLAB R2020b. 

The process can be described in the following scheme: 
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Figure 4. Process scheme. 

As a result, the errors originating from the GLAR model are displayed in the 

histogram (Figure 5). 

A normal distribution curve is also included in the histogram in order to compare 

the generated errors with the ones that would occur if the data were normally distributed 

(Figure 5). The majority of data are located in the center of the histogram, that represents 

a range of values between -1 and +1. A general symmetry can be observed with a slight 

negative left-skewness (-1,024). The left tail of the distribution graph is longer, but since 

the mean is centrally located on the distribution peak (0,00), it can be concluded that the 

students’ satisfaction prediction variable is normally distributed. As a result, more errors 

can be found in the region where underestimation of the model’s prediction occurs (and 

not overestimation). 

The histogram's bin size was chosen to be equal to 0.5 (Figure 5). It can be seen that 

the forecasting errors are generally minor. 

  

 

Figure 5. Histogram of Errors and mean error. 

The table 1 indicates the values of the coefficient estimates from the GLAR model, 

which are presented with the following form, which correspond to the equation below: 
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where: β0, β1, β2 …, are the coefficient estimates from the GLAR model. 

 

Table 1. variables’ description, Spearman’s RCC and GLAR coefficients. 

Variables Description 
Spearman's rank 

correlation coefficient 

coefficients 

of the GLAR 

(Intercept)  0.16 

x1 Enjoyable vs other labs 0.527 -0.06 

x2 Familiarised to MS Teams vs other modules 0.430 0.06 

x3 Satisfied vs other modules 0.673 0.23 

x4 Able to complete assignments (difficulties) 0.329 0.00 

x5 Satisfied with assignments' grades 0.314 -0.10 

x6 Well organised 0.588 0.14 

x7 How well tasks are assessed 0.366 -0.32 

x8 
Theory contributes on accomplishing 
assignments 

0.427 0.14 

x9 Evaluate class notes 0.391 0.03 

x10 
Quizzes contribute on understanding the 
theory 

0.388 -0.03 

x11 
Evaluate assignments variety (Quizzes, 
sketches, CAD) 

0.451 0.16 

x12 
Quality of videos in assignments' 
methodology 

0.443 0.06 

x13 
Enjoyability CAD II lab vs other theoretical 
modules 

0.470 0.28 

x14 Classroom fatigue 0.469 0.04 

x15 Evaluate interactivity 0.608 0.25 

x16 
Opportunity to express out loud questions 
during online lectures 

0.418 -0.08 

x17 
Questions being answered during online 
lectures 

0.485 0.08 

x18 Resent late assignment gradings 0.309 0.21 

x19 
Instructor's comments helped understand 
mistakes 

0.325 -0.05 

x20 Assignments related to future work 0.340 0.06 

x21 
Presentation and clarity of instructions in 
the 15th assignment 

0.376 0.09 

x22 Assignments related to Real World Tasks 0.343 0.05 

x23 
Sustainability of the learning strategy in 
Face-to-Face learning 

0.284 -0.03 

x24 Evaluate CAD I vs other modules 0.630 0.31 

 

The majority of errors in 145 instances (out of the total 165 instances) fall into a 

range between -1 and +1 (Figure 5). Therefore in 87,88% of cases, the errors fall into the 

aforementioned range. 
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The following diagrams are obtained: R (coefficient of determination/ prediction 

success rate; in this case equal to 1), error histogram (with classification of errors per 

subset (there are three distinct subsets in the present study: training subset (representing 

70% of the observations), validation subset (representing 15% of the observations), and 

test subset (representing 15% of the observations). The overall artificial neural network 

performance is also displayed in Figure 6. 

It's worth noting that the process of breaking down observations into sets (sets) 

contributes to the neural network's statistical independence, whereas a model derived 

from a large set of observations (training set) is used to generate predictions in other 

subgroups of observations. 

 

 

Figure 6. Training set, validation set. 
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Figure 7. Error Histogram and boxplot. 

As shown in the boxplot above (Figure 7), the median is equal to zero. The upper 

and lower whisker display the position of the first (Q1) and the third (Q3) quartile and 

predicted values (interquartile range) are mostly gathered between the whiskers, while 

outliers are displayed above and below the whiskers. 

 

Figure 8. Heatmap of errors 

In order to visualize the relation between the actual values and the predicted values 

a heatmap has been created (Figure 8), where numerical values have been replaced by 

colors, with three data columns: Predicted values, Actual values and Error. In Figure 8, 

the color of the cell represents the values. The color gradient in the predicted values is 

uniform and almost identical to the actual values color gradient. Values in between are 

shown faded and centered above the average. 
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4. Conclusions and Future work 

It can be concluded that students’ satisfaction prediction from a university module 

attendance during COVID-19 pandemic has not been widely researched until today, 

whereas satisfaction prediction of online attendance can be a useful component of 

academic experience [17-21], or even a recommendation tool for selecting specific 

subjects and university curricula. Students can improve their happiness by their own 

choices, which represents a great challenge when online learning becomes exclusive and 

imposed [22, 23]. Recognizing learners' needs and taking steps to meet them might help 

students achieve greater academic success. 

For this purpose, a forecasting tool has been created, by filtering out the critical 

variables of an extended online survey, applied to students attending a first-semester 

Mechanical Engineering module, Mechanical Design CAD I, under pandemic 

circumstances. Therefore, a hybrid model has been created, using 24 critical variables as 

predictors, focusing on forecasting students’ satisfaction. Since there has been no 

previously similar learning environment controlled by pandemic restrictions, the actual 

research has been centered on forecasting students’ satisfaction.  

The final hybrid model was separated into three subsets (Figure 3), with a training 

set of 70% of the data predicting the test set (15%) and the validation set (15%), resulting 

in a R=1 fit. 

Future work consists of testing the performance of those 24 variables to the 

academic year 2021-2022 first-semester students, attending the specific module in a 

similar or blended learning environment in order to determine the overall success of the 

methodology suggested by this study. 
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Abstract. In this paper, we scrutinize the effectiveness of various clustering tech-
niques, investigating their applicability in Cultural Heritage monitoring applica-
tions. In the context of this paper, we detect the level of decomposition and corro-
sion on the walls of Saint Nicholas fort in Rhodes utilizing hyperspectral images.
A total of 6 different clustering approaches have been evaluated over a set of 14
different orthorectified hyperspectral images. Experimental setup in this study in-
volves K-means, Spectral, Meanshift, DBSCAN, Birch and Optics algorithms. For
each of these techniques we evaluate its performance by the use of performance
metrics such as Calinski-Harabasz, Davies-Bouldin indexes and Silhouette value.
In this approach, we evaluate the outcomes of the clustering methods by comparing
them with a set of annotated images which denotes the ground truth regarding the
decomposition and/or corrosion area of the original images. The results depict that
a few clustering techniques applied on the given dataset succeeded decent accuracy,
precision, recall and f1 scores. Eventually, it was observed that the deterioration
was detected quite accurately.

Keywords. Cultural Heritage, Hyperspectral data, Clustering, Unsupervised
Monitoring

1. Introduction

Cultural Heritage assets (monuments, artefacts and sites) suffer from on-going deterio-
ration through natural disasters, climate change and human negligence or interventions.
Monuments are defined as structures created by a person or event and they symbolize a
historic period of the corresponding place due to its artistic [1], historical, political, tech-
nical or architectural importance [2]. UNESCO considers as a first priority the preserva-
tion and valorisation of the tangible/intangible Cultural Heritage and applies innovative
techniques for the capturing, digitizing, documenting and preserving prestigious monu-
ments [3], [4].

Early detection of decay and deterioration is essential to preserve monuments. Ma-
terial degradation leads to the failure of the the buildings components. Non-destructive
techniques utilized for detection of monument decay. Most of these techniques come
from the scientific fields of computer vision, whose great goal is the extraction of infor-
mation regarding regions of interest (ROIs) from images or sequences of images [5].

Novelties in Intelligent Digital Systems
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The state-of-the-art for 3D/4D documentation and modelling of complex sites uti-
lizes multiple sensors and technologies (e.g., LIDAR, photogrammetry, in-situ survey-
ing, hyperspectral sensors) in order to define the preservation status of the monument[6].
The efficient use of these tools can give significantly better material detection and object
recognition, and thus to identify even the smallest differences in spectral signatures of
various objects. This continuous development of new sensors, data capturing method-
ologies, computer vision algorithms, multi-resolution 3D/4D representations and the im-
provements of existing ones are contributing significantly to the growth of the interdisci-
plinary cultural heritage domain.

Hyperspectral images are more suitable than RGB ones since they provide a large
amount of information (high-spatial and high spectral resolution), allowing identifying
the screened materials based on their chemical composition rather than only their size,
shape, and visible colour [7]. Moreover, the recent advancement of sensors technologies
has led to the development of hyperspectral imaging sensors with higher spectral and
spatial resolution on-board various satellite, aerial, UAV and ground acquisition plat-
forms.

In our study, we exploit image clustering techniques on hyperspectral images to
detect and evaluate the corrosion of the stones on cultural heritage assets. In more details,
an automated mechanism is proposed for the detection of the ROIs in an unsupervised
way. In other words, the evaluation of specific ROIs identifiability, using unsupervised
clustering techniques, is being attempted.

2. Related work

A plethora of methods for assessing and detecting the deterioration of stone monuments
are available to researchers [8]. Those methods are distinguished into (a) destructive and
(b) non-destructive techniques. The main drawback of the destructive approach is that a
valuable piece of monument structure is taken [9]. On the other hand, the non-destructive
approaches utilize methods that extract features of the examined surface in order to detect
cracks, defects in the architectural surface and material degradation.

In [2], the authors proposed a method to identifying the exterior and interior surface
flaws. This approach provides elastic features of the architectural structure materials in
order to detect the crack and inclusion in the building taking into consideration the af-
fected layer inside the material. In [10], the authors introduced a fuzzy clustering ap-
proach for extracting the local variance feature from an image. This method applied to
define the transitional features implementing hybrid segmentation. In [11], the authors
exploited infrared thermography to diagnose materials decay taking into account differ-
ent historical periods.This approach is used as a tool in the diagnostic level, for the detec-
tion of invisible superficial cracks or/and disparities, as well as the revelation of moisture
presence within structures.

In the case of cultural heritage, techniques such as clustering can be applied from
archaeological artifacts to the entire archaeological site. In [12] the authors used multi-
spectral images from different geomatic sensors, trying to define different construction
materials and the main pathologies of Cultural Heritage elements by combining active
and passive sensors recording data in different range. During this study, the unsupervised
clustering method K-means is proposed. The results shows that an ideal sensors calibra-
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Figure 1. The proposed methodology workflow. Firstly, the original images are being converted to flat image
arrays. At a second step, these flat images are used as input to clustering methods. Then, the clustering labels
are produced. Finally, the clustered images are being constructed by the clustering labels and the performance
metrics are being calculated for each clustering method.

tion can provide more accurate clustering. In [13] the authors used 3D models and data
mapping on 3D surfaces in the context of the restoration documentation of Neptune’s
Fountain in Bologna. In [14] the authors used machine learning classifiers, support vector
machines and classification trees for the masonry classification. In [15] the authors de-
veloped a correlation pipeline for the integration of semantic, spatial and morphological
dimension of a built heritage.

3. Methodology Overview

Cluster based machine learning approaches have been used for the detection of the wall
corrosion, regarding the aforementioned historic monument. As described in [16], clus-
tering is an unsupervised learning technique that is being applied to data in order to
group them into clusters according to some common characteristics. Several well known
clustering algorithms were applied to the images of this study like K-means, Meanshift,
Spectral, Birch, DBSCAN and Optics [17].

The data set, used for the purposes of this study, contains hyperspectral images with
42 channels, which represent the several frequencies of the electromagnetic spectrum.
The first step of the proposed approach is the conversion of the initial images to flat image
arrays, as shown in Figure 1. At this stage, the image content is in the appropriate form
defined by the clustering methods. The application of the clustering algorithms bring as
result an array with labels that correspond to the produced clusters. Finally, these arrays
of labels are used to build the so-called clustered images and to calculate the performance
metrics of each clustering method.

3.1. Our contribution

The major outcome of this study is the development of an automated mechanism for the
detection of several deterioration types on historical walls. To achieve this, a pipelined
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approach was followed for the decomposition of the initial images, the clustering fitting
procedure, the construction of the clustered images and their comparison with the anno-
tated ones. A pixel based processing was applied to the images, offering a more detailed
analysis. Another aspect of this study is the hyperspectral images selection as part of the
dataset, since a correlation between the wall deterioration and the additional information
from across the electromagnetic spectrum of the image was attempted.

4. The experimental Setup

Our proposed dataset consists of 14 final hyperspectral images of the Fort of Saint
Nicholas, with 42 channels for each image. These measurements carried out using the
HyperView [18] multi sensor hyperspectral sensing platform by 3D-one. This Hyper-
View system is a dual head system combining one Visual (VIS) snap-shot camera and
one Near Infrared (NIR) snap-shot camera, which are connected on a EP-12 board. These
cameras acquire only one band per pixel (instead of acquiring all spectral bands for every
pixel) while they acquire all the bands in small windows, 4x4 for the VIS head and 5x5
for the NIR head.

Then, the raw images turn into a low resolution hyperspectral image (1/4th or 1/5th
of the initial resolution for VIS and the NIR camera respectively), an intermediate hy-
perspectral image and the final pansharepened hyperspectral image.

(a) The original image (b) The annotated image

Figure 2. Less than 30% of the wall is affected by the erosion. In the left image a small part of the wall looks
brighter from the sunrays so is not considered as damaged.

4.1. The annotation process

First step of the annotation process was the selection of the hyperspectral image chan-
nels that correspond to the natural colours. The appropriate channel combination is the
following triplet: 15th channel for Red, 6th channel for Green, and 3rd channel for Blue.
Next step was the highlighting of the ROIs, using white colour. The rest of the image was
coloured black in order for the damaged areas to be more clearly distinctive. In Figure 2,
the annotation process that implemented to one of the hyperspectral images, is presented.
In the left photo (Figure 2a) the image with the natural colours is shown, while in the
right one (Figure 2b) the corresponding annotated image is depicted.
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4.2. Clustering areas depiction

The corrosion of the stones could be characterised by the different colour and the rough-
ness of the relevant area surface on the corresponding images of the dataset. Thus, dif-
ferent clustering techniques could offer alternative views of the same data. In Figure 3a,
the original image of the monument wall is depicted. Figure 3b presents the outcome of
the K-means clustering algorithm, applied to that specific image, while Figures 3c, 3d
depict the Birch and the Spectral partitioning accordingly.

(a) The original image (b) The K-means clustering method

(c) The Birch clustering method (d) The Spectral clustering method

Figure 3. In Figure (a), the original hyperspectral image is presented, while in Figures (b), (c), (d) the images
produced by methods K-means, Birch and Spectral are presented accordingly.

5. Evaluation of Clustering methods

5.1. Clustering algorithms characterization

Essential part of this study is the characterization of the several clustering techniques
regarding their performance. Metrics such as Calinski–Harabasz [19], Davies–Bouldin
[20] indexes and Silhouette value [21] were calculated for the initial evaluation of the
clustering methods.

For the calculation of these metrics, some definitions and assumptions should
be provided. Let K denotes the number of clusters {Ck},k = 0,1,2, ...,K. Let X =
{x1,x2, ...,xN} be a vector containing N objects, where xi j denotes the jth element of xi.
The grouping of all objects xi, i = 1,2, ...,N in K clusters can be defined as follows:

wki =

{
1, i f f xi ∈Ck

0, otherwise.
(1)
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Eq. 1 ensures the uniqueness of the object to cluster association, which is a valid case for
both hierarchical and partitioning cluster analysis

The Calinski–Harabasz index (CHI) is described by the Eq. 2:

CHI(k) =
TB/(K −1)
TW/(K −1)

(2)

Where TB =
K

∑
k=1

|C̄K |‖CK − x̄‖, TW =
K

∑
k=1

N

∑
i=1

wki‖xi −C̄K‖2

According to [21], the maximum CHI value is associated with the optimal partition-
ing of the given data. By using constant number of clusters for all clustering methods,
the most fitting one gives the maximum CHI value. The Davies–Bouldin index (DBI)
is an internal evaluation scheme, where the quality of the clustering is being examined
according to information extracted directly from the given dataset. The DBI is defined
by the Eq. 3:

DB(k) =
1
K

K

∑
k=1

RK (3)

where RK = max

(
Sk +S j

dk j

)
, j = 1,2, ...,K, j �= K,

and dk j = ‖x̄k − x̄ j‖, SK =
1

∑N
i=1 wki

N

∑
i=1

wki‖xi − x̄k‖

The minimum DBI value is related to the best partitioning solution. Thus, by using
constant number of clusters for all clustering methods, the most fitting one gives the
minimum DBI value. The silhouette value shows the similarity of an object regarding the
cluster it belongs, compared to other clusters. The silhouette value is described by the
Eq.4

s(xi) =
b(xi)−a(xi)

max(b(xi),a(xi))
(4)

where a(xi) represents the average dissimilarity of the object with all the other data in
the same cluster and b(xi) represents the lowest average dissimilarity of the object to any
other cluster. Since, Silhouette value ranges from -1 to 1, a value close to 1 ensures that
the object is well matched to its own cluster.

5.2. Ground truth verification

To evaluate the outcome of the clustering methods, a set of annotated images was used
that denote the ground truth regarding the corrosion area of the initial images. So, a com-

C. Zafeiropoulos et al. / Evaluating the Usefulness of Unsupervised Monitoring142



parison between the annotated and the clustered image was performed, using accuracy,
precision, recall and f1 scores [22]. The detailed procedure is depicted in Figure 4 and is
distinguished into (a) conversion of annotated and clustered images to flat image arrays,
(b) assignation of colour triplets (RGB) to specific identifiers that represent the cluster-
ing labels and the corresponding clustering colour, (c) accuracy, precision, recall and
f1-scores calculation and (d) design of the corresponding graphs.

In Figure 5, a simple example case is shown which offers a more descriptive view
of the evaluation process. The initial images are being converted to RGB arrays. Each
distinct RGB triplet is being assigned to a unique identifier that represents a specific clus-
ter label (1-6) or one of the two distinct areas of the annotated images (0, 10). The two
single-dimensional arrays are being adapted to the current clustering label which is under
examination. Each identifier with number 10 of the annotated image single-dimensional
array is being replaced by the identifier of the current clustering label. Each position of
the clustered image single-dimensional array is being set to zero except from these which
contain the same identifier of the current clustering label. The final single-dimensional
arrays are used for the calculation of accuracy, precision, recall and f1 scores. This pro-
cedure is being repeated for each of the clustering labels (1-6). The most matching clus-
tering label was extracted.

Figure 4. The clustered images evaluation. The annotated and the clustered images are being converted to flat
RGB arrays. Each distinct RGB triplet gets associated to a unique identifier, representing the cluster label. The
single dimensional arrays with the unique identifiers are combined for the calculation of accuracy, precision,
recall and f1 scores

6. Experimental results

As it was mentioned above, the initial evaluation of the clustring techniques was
performed using the cluster indexes (Calinski–Harabasz, Davies-Bouldin, Silhouette),
which are characterized as internal metrics. According to Davies-Bouldin metric, Mean-
shift clustering technique presents the best partitioning quality, since its value is the clos-
est to 0. At the same time, Meanshift seems to achieve better similarity among the objects
of a common cluster because the Silhouette value is closer to 1 than in any other case
(Figure 6).
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Figure 5. Results evaluation process. The annotated and the clustered images are being converted to flat RGB
arrays. The annotated image RGB triplets get associated with identifiers 0 and 10, while the clustered image
RGB triplets get associated with identifiers 1-6. These two single dimensional arrays are being adapted to the
current clustering label identifier and the process is being repeated for each identifier.

A secondary, more practical approach was used for the evaluation of the clustering
methods by comparing the clustered images with the annotated ones and calculating the
performance scores accuracy, precision, recall and f1 (Figures 7, 8). From this evaluation,
it arises that DBSCAN was the most fitting technique, since it achieved the best scores.
Consequently, despite the better internal performance metrics of Meanshift, DBSCAN
proved to be the technique that identified more sufficiently the ROIs of the given images.

Figure 6. In this graph, the average cluster indexes (Calinski–Harabasz, Davies-Bouldin, Silhouette) for each
clustering technique is presented. As shown, Meanshift method achieved the best performance, since its DBI
is closest to 0 and Silhouette value is the closest to 1.

7. Conclusion

In our approach, we investigated whether the spectral signatures suffice to distinct vari-
ous ROIs using trivial unsupervised machine learning techniques. Therefore, we investi-
gate various clustering approaches to identify the feasibility of such methods. According
to the results, unsupervised techniques can provide an early, still appropriate mechanism
regarding the identification of certain regions of an image (monitoring, defect recogni-
tion).
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Figure 7. In this graph, the average accuracy and f1 performance scores are presented. As shown, DBSCAN
achieved the best results.

Figure 8. In this graph, the average precision and recall performance scores are presented. As shown, DB-
SCAN achieved the best results.
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Abstract. Efforts toward COVID-19 proximity tracking in closed environments fo-
cus on efficient proximity identification by combining it with indoor localization
theory for location activity monitoring and proximity detection. But these are met
with concerns based on existing considerations of the localization theory like costly
infrastructure, multi-story support, and over-reliance on sensor networks. Semantic
location identities (SLI), or location data stored with additional meaningful con-
text, has become a feasible localizing factor especially in locations that have mul-
tiple spaces with different usage from each other. There is also a novel method of
classification framework, called hierarchical classification, that leverages the hier-
archical structure of the labels to reduce model complexity. The research aims to
provide a solution to proximity analysis and location activity monitoring consid-
ering guidelines released in a Philippine context that addresses concerns of indoor
localization and handling of geospatial data by implementing a hybrid hierarchical
indoor semantic location identity classification that focuses on observable events
within context-unique locations.

Keywords. indoor localization, fingerprint localization, machine learning, classification
problem, hierarchical classification, semantic location identities

1. Introduction

In the interest of public health due to the worldwide COVID-19 disease outbreak, the
easing of community quarantines has been slow and steady for most countries. Gov-
ernments enforced guidelines maintaining public health and social measures (PHSM) to
continue mitigating the spread of the disease. Commonly, these countries have been col-
lecting appropriate surveillance data in order to track public health indicators to allow
proper authorities to reassure stakeholders that it is now safe to go back to the physi-
cal premises. Location-based solutions (LBS) [4] are one of the most commonly imple-
mented with focus on contact tracing and proximity tracking, with most of the solutions
implemented focus on contact tracing. Proximity tracking, on the other hand, is much
harder to implement mainly because of the implementation barrier where it is tied to li-
censed software solutions. In the hopes of easing this barrier, the use of machine learning
has been a good way to optimize received signal strength indicator (RSSI) from sensor
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nodes measurements for fingerprint-based localization [14]. The normal use-case of in-
door localization is based on the estimation of precise location of the user over an indoor
space, but in the context of proximity tracking, there is only a need to track the location
usage within the sensing area. Machine learning (ML) classifiers do the job of estimating
the user’s location based on fingerprint data, but most research tends to ignore a latent
aspect of localization, which is location data context. This research aims to introduce
the use of semantic location identities (SLI) in order to utilize semantic ontology [10]
and group fingerprint data into meaningful areas such as bathrooms, office rooms, hall-
ways, etc., in order to reduce the localization model’s learning complexity. On the other
hand, most work on localization systems using ML algorithms [2] only focuses on using
a traditional flat classification framework where the predicted labels have the same level
with each other. This works for fingerprint-based localization, but as shown by SLIs,
the context of any location has a natural hierarchy governing it in the form of buildings,
floors, and the user’s location. There is another type of framework that has the capability
to utilize this hierarchical design of location data called hierarchical classification [12].
This classification framework accepts and utilizes the hierarchical relationships of each
output label in order to utilize this inherent design by utilizing different local classifiers
for each hierarchical class. Moving forward with this concept, one could leverage the
use of cluster analysis on fingerprint data to identify similarities and extract groupings
out of it that can be utilized as another hierarchical class. Zhang et al. [17] explored the
use of cluster algorithms in providing another layer of hierarchy to the location data.
Their work was able to show that introducing partitions that allow overlapping mem-
bership was able to improve the localization performance of hierarchical classifiers by
allowing better stability and generalization of the input data. With this in mind, explor-
ing other clustering algorithms that allow overlapping memberships can also be explored
to improve the classification framework. This research aims to explore the performance
of these hierarchically-structured local classifiers, in which each label type node has its
own local classifier and the nodes have a parent-child relationship, in providing the final
prediction of the system.

In order for proximity tracking to be an attractive COVID-19 mitigation solution to
consider, there is a need to improve its performance within indoor spaces. Current solu-
tions do not reliably maintain public health measures unobtrusively within indoor facili-
ties without the use of proprietary software and equipment. The purpose of this research
is to leverage the hierarchical structure of location data in improving fingerprint local-
ization by the use of hierarchical classifier framework and integrate both SLI, identi-
ties focusing on observable events within context-unique locations, and area partitions,
focused on clustering fingerprint data as part of the SLIs, as integral parts of the hier-
archical classification. The goal of this hybrid method is to decrease the complexity of
the estimation models and bring improvement to the performance of proximity tracking
systems in indoor locations. In this regard, the objectives of the research will be focused
on the following:

1. Improve the area partitioning performance of the framework by exploring the use
of clustering algorithms that allow overlapping membership,

2. Determine an optimal configuration of local classifiers by exploring different ma-
chine learning algorithms for each hierarchical class, i.e floor classification, clus-
ter classification, and SLI classification
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3. Leverage the hierarchical structure of location data with the innate cluster capa-
bilities of semantic location identities into a hybrid hierarchical SLI classifier

2. Literature Review

Early work towards the use of hierarchy in order to improve fingerprint localization ex-
ists, albeit in different forms. The work of Kim et al. [7] was able to utilize deep neural
networks (DNN) in order to integrate hierarchy into localization. They were able to re-
duce learning complexity and have favorable results although the composition of DNN
brings forth the consideration of the added time and technological complexity required
in order to train and predict in DNNs. On the other hand, Seçkin and Coşkun [11] shows
a different approach to tackling hierarchical improvement to fingerprint localization by
iteratively training and predicting over different hierarchies of location data (building,
floor, then honing in to the longitudinal and latitudinal position). The study showed favor-
able improvements in classifying between the parent and sub-parent classes (e.g. build-
ing to floor), but its performance on estimating the latitudinal and longitudinal values
of the user’s location failed to present significant improvements compared to traditional
algorithms. The work of Zhang et al. [17] tackled the use of hierarchical classification
framework for localization, with the authors exploring area partitioning by grouping fin-
gerprint data with the use of clustering algorithms. They introduced overlapping mem-
bership into the cluster algorithm, with them utilizing a modified K-Means Clustering
algorithm that allows membership overlap, and found that it doesn’t affect the predictive
performance of the model. In reality, it improved its generalization capabilities of the
framework by having more RSSI samples to match zones and allow more statistical in-
formation to be utilized. Though the authors were still able to show the improvement of
overlapping clusters, the use of other clustering algorithms that allow overlapping data
can still be explored to bring significant improvement to the performance of hierarchical
classification.

This research hopes to explore two methods to create a hybrid hierarchical classi-
fication framework, one is the exploration of different clustering algorithms that have
overlapping membership built into it, and the other focuses on utilizing SLI as the fi-
nal hierarchical class to be classified. Zhang et al. [17] showed great performance with
their improved k-means algorithm, but it failed to have a better performance compared
to Fuzzy C-Means (FCM) which natively allows membership overlap. For this research,
the authors aim to explore a version of DBSCAN called HDBSCAN [3]. The algorithm
has yet to be explored in its performance for localization, but as shown by the study of
Malzer and Baum [9], the hierarchical tree structure was able to show data points that
has the same membership to a parent tree and it gave a high cluster validation measure
of perfect Adjusted Rand Index (ARI) score and zero false noise classification rate in
clustering GPS datasets. In this research, the author aims to utilize the innate use of hi-
erarchy of HDBSCAN in zone cluster selection. Another substantial change that will be
implemented to hierarchical classification is the use of semantic location identities as a
classification factor of the final hierarchical level, the position classifier. Based on the
study of [16], the fusion of SLI information in a sensing layer can not only provide a
great context model engine for LBS applications but it can also provide enrichment of
location identification of its system. The work of Abdelnasser et al. [1] showed its ef-
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fectiveness in improving localization models in an indoor context. The study used land-
marks based on sensor fusion and localization techniques to improve semantic localiza-
tion and mapping (SLAM) model performance. Even if the study used dead-reckoning
instead of fingerprinting, the process of capturing historical values to formulate semantic
landmarks can be used to improve localization. Van Woensel et al. [15] implemented
the use of SLI-improved fingerprinting as a verification model for the estimated position
computed by a ML model based on C.50 Decision Trees that uses fingerprint data within
the sensed area. The performance of the localization model with semantic location veri-
fication was tested compared to the utilization of a ML model alone and results from the
evaluation show an increase in accuracy (92.8%) of the semantic location model in a flat
classification framework.

For the localization models, the composition of the algorithms we compare as pos-
sible classifiers to the hybrid framework came from their previous performances as flat
classifiers. In the study of [17], they utilized a simple 1-Nearest Neighbor algorithm, a
special case of K-NN that classifies objects using a voting mechanism and selects the
most voted class among the 1- nearest neighbors closest to the object. This relatively
simple algorithm is appropriate enough for floor and area partition classification, but
there are other algorithms that can be utilized that don’t rely on explicit computations
but have the possibility to perform better. Locality Sensitive Hashing (LSH) [13] is an
approximate algorithm, given that it is able to provide a good approximation of the final
estimate which can be used to identify neighbor membership. From the findings of Koga
et al. [8], LSH’s performance shows more than 0.94 cophenetic correlation coefficient
(CCC) which means it has a high performance in detecting closely linked clusters while
maintaining low complexity, which can be approximated to detect which cluster an input
belongs to. The work of Seçkin and Coşkun [11] explored the use of Random Forest
algorithm (RF) which is an ensemble of decision trees that has a random selection of the
total features of the training dataset and the mode value from all the trees is used as out-
put. In floor identification alone, this algorithm was able to acquire 95% classification ac-
curacy in a building that was reinforced by prior training on a fingerprint classifier which
can be utilized for floor and area partition classification, as well as SLI classification
due to its reliance on training. The algorithms chosen for SLI classifiers should be more
complex than the previous two hierarchical classes as it signifies the final position to be
localized. Zhang et al. [17] found significant performance gains in location classification
accuracy with the use of Support Vector Machines (SVM). It is an algorithm originally
designed for binary classification problems, but a one-versus-one heuristic method can
be used that splits the dataset into binary problems with the use of N(N − 1)/2 binary
SVM classifiers and the class from the multi-label setup with the most predictions or
votes is selected to be the final output. Zhang et al. showed a 64.97% accuracy of the
SVM+KNN hierarchical classifier in position classification, but this experiment was not
utilizing SLI as the last hierarchical class and this will be explored in this research. This
research will also use Random Forest and C5.0 Decision Trees as discussed previously.
The last three models chosen were part of the algorithms discussed in the survey of [18],
but performance measurements in terms of real-life localization classification were not
disclosed. Extreme learning machines and radial basis function neural networks, which
are feedforward neural networks that have the characteristics of close network structure
and rapid learning that eliminates the problem of excessive training time. And the last
algorithm, Adaptive Boosting (AdaBoost), is another ensemble algorithm that combines
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Table 1. Initial Results of the Algorithms to be Explored for the Hybrid Classifier Framework Based on Ex-
isting Literature

Algorithm Performance Notes

Area Partitioning Algorithms

Modified K-Means Algorithm
with Overlap [17]

Matched actual reference points numbers
Dependent on p threshold value to determine
number of clusters

Fuzzy C-Means (FCM)
Clustering [17]

Natively allows overlap on clusters due
to arbitrary p values,

HDBSCAN [3]
Good AUC showing promising clustering
in terms of data features

Also allow native class cluster overlap

Zone Classifier Algorithms

1-Nearest Neighbor [17] 2.25 % zone classification rate Provides fast and easy zone classification

Locality Sensitive
Hashing [8]

94 % CCC
CCC measures performance in detecting closely-linked
structures, meaning better determination of natural data
overlap into other classes

Random Forest [11] 95% accuracy High performance in general classification

SLI Classifier Algorithms

Support Vector
Machines (SVM) [17]

64.97 % accuracy
Tests here classify for actual position that is why it has
lower accuracy compared to other algorithms

Random Forest [11] 95 % accuracy
Classifies for floor position which is more general than
position and SLI values

C5.0 Algorithm [15] 92.8 % accuracy The only test that utilizes SLIs for indoor classification

Extreme Learning
Machines (ELM) [18]

<No test results >
These algorithms were recommended by the survey of
Zhu et al. [18] based on their performance.Radial Basis Function

Neural Network (RBFNN) [18]
<No test results >

Adaptive Boosting
(AdaBoost) [18]

<No test results >

several weak classifiers with their outputs put into a voting mechanism in order to pro-
vide a simple and fast improvement to the base classification capabilities of the weak
model. A brief summary of the algorithms to be explored is found in Table 1. These al-
gorithms were chosen to implement a hybrid localization framework that integrates hier-
archical classification and semantic location identity together. The research also aims to
achieve localization without provisioning costly infrastructure with the efficient use of
sensor nodes.

Figure 1. Hybrid Localization Process and Research Workflow Diagram

3. Methodology

Based on the defined objectives in Section 1, the proposed research focuses on providing
an improved localization framework that will extend IPS by processing sensed location
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from various sensor data in a hierarchical classifier that systematically estimates the posi-
tion within the sensed area from a general class to a specific SLI location. The evaluation
method for the objectives will also be discussed in this section.

3.1. Proposed Experimental Design

Figure 1 visualizes the proposed localization framework and the direction of the research
as a whole. The main localization process follows the principle of divide-and-conquer,
separating the focus between classifying the general classes (i.e. floors and area clusters),
and classifying the SLI as the current location of the user. Significant focus will also be
given to the area clustering algorithm as related literature shows the correlation of the
clustering algorithm to the performance of the cluster classifiers. In training the classi-
fiers, a 6040 split will be conducted in order to prevent the machine learning algorithms
from overfitting into the fingerprint dataset. In this split, 60% of the dataset will be for
training and testing, while the latter 40% is for evaluation. The data belonging to the 60%
split will also be subjected to a k-fold cross-validation procedure which will rotate the
data between training and testing dataset. This procedure divides the observations into k
groups of approximately equal size where the observations on the model will come from
the mean of the k group scores and their variance.

3.2. Improvement of the Framework’s Area Partitioning Performance

For this objective the research proposes the comparison of previously utilized cluster
algorithms to other algorithms that allows membership overlap between area partitions.
The final output of this objective will be the final clusters to be used by the proposed
framework. One thing to note is that the creation of the area clusters with each of the
area clusters is done to the whole fingerprint dataset before the initial 6040 split and
k-fold cross validation as the area clusters are required by the proposed framework as
a hierarchical class. The evaluation of the area partition classifiers will also act as the
evaluation of this objective due to the direct effect of these cluster algorithms to this
hierarchical class.

3.3. Determining the Optimal Configuration of Local Classifiers

The total localization performance of the hybrid framework will really depend on the
classification models used for each hierarchical class, and because of this a sufficient
amount of effort will be conducted in finding the final set of classifiers. The hierarchical
classification framework starts with the classification of the floor where the RSSI was
captured. In terms of the hierarchical levels, the classification difficulty at this first level
is relatively low. The algorithms to be evaluated will be the same for both hierarchical
classes. One thing to consider for area partition classification is that the presence of over-
lap over zones reduces the need for classification models for pre-training. SLI classifi-
cation, on the other hand, carries the bulk of the complexity of the localization process.
Even with the reduced scope due to floor and cluster classification, classifiers in this
hierarchical class require a more robust training. In order to verify the performance of
the local classifier algorithms without worrying about overfitting to the split 60% data, a
cross-validation process will be conducted to get the training and testing data to be used
for evaluating the local classifier algorithms. The validation process loops over differ-
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ent “folds” of the dataset with different training and testing subsets for each loop. This
process allows the study to measure the real-world performance of the algorithms when
classifying data by simulating scenarios where the model classifies data that it is not
trained on.

For each loop within the cross-validation process, these measurements are taken:

• Accuracy - the most intuitive performance measure, ratio of correct predictions
over the total number of observations

• Precision - ratio of correct positive predictions over total predicted positive obser-
vations, which are both the true and false positives

• Recall - checks the sensitivity of the prediction, the ratio of correct positive pre-
dictions over the total observations in the class to be predicted, which are the true
positive and false negatives

• F1 Score - the weighted average of the Precision and Recall

After all of the loop is finished, the mean of these metrics will be taken as the final
value of the classifier configuration. In order to measure the spread between the mea-
surements in order to determine if the performance of the models for each loop varies,
the Standard Deviation is taken. It measures the dispersion of the score values from the
mean of the scores from all of the loop.

3.4. Hybrid Hierarchical SLI Classifier

Hierarchical classification framework follows the well-known divide-and-conquer
(DAC) principle, with the aim to reduce the input space of different general subspaces in
order to improve the framework’s generalization capability as well as its learning perfor-
mance. The use of location data hierarchy will reduce the complexity of the proximity
tracing problem by having a smaller number of SLI to consider in classification. This
change will still be applicable in the context of proximity tracing problem, by defining
the area of the identity as metadata, the system can determine if the number of users
to localize the same SLI reaches the approximate population density threshold that will
break the enforced social distancing rule of 1 meter as defined by the guidelines set by
Philippine government institutions such as CHE and CSC [6, 5]. To help define these
identities and their metadata, a metalevel spatial schema showing the relationship of
static and dynamic elements of the sensed area will be formulated. The output frame-
work will utilize fingerprint values based on all RSSI values captured from the Bluetooth
sensor network. For evaluating the classification performance of the hierarchy-improved
algorithms in each class of the data hierarchy, their performance will be compared to base
algorithms in order to show if hierarchical classifiers provide significant improvement
against flat classifiers. The comparison of the total running time of the different classifier
configuration will be taken in order to check how the training and prediction time of the
hierarchical classification framework compares to the flat classification framework. Af-
ter determining the optimal configuration for the hierarchical classification framework,
its performance will be tested on the remaining 40% data to add another verification on
the performance of the model in classifying new data. The confusion matrix for each
hierarchical class of this configuration will also be used to determine its performance in
classifying the class labels for each hierarchy.
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4. Results and Discussion

This research is an ongoing study that just passed its approval phase. But as defined in
the previous section, most of the framework has been clearly defined based on existing
results of other studies related to it. For this section, the work towards the proposed
experimental design will be discussed, specifically on the contemporary algorithms that
the research will explore in order to define what this study aims to bring into hierarchical
classification implementation that differentiates it from existing studies.

4.1. Improvement of the Framework’s Area Partitioning Performance

This research aims to explore the performance of HDBSCAN, an extended version of
DBSCAN which is a density-based clustering algorithm where it now integrates hierar-
chy in order to get clusters, in improving the zone classification capabilities of the whole
framework. It was chosen based on its ability to define a distance threshold parameter
that defines the radius size and minimum population of points in order to control mem-
bership between clusters, allowing for overlapping membership. HDBSCAN is generally
a transductive method where it uses new data points to alter the underlying clustering
within its trained dataset. But for all intents and purposes of this research there is not a
need to redefine the generated clusters as future RSSI captures are, by design, recaptured
data within the localized area. This algorithm will be compared against previously uti-
lized cluster algorithms such as modified K-Means and Fuzzy C-Means. K-means will
be implemented here to utilize centroids of the RSSI measurements to assign them into
clusters and group them based on a threshold value. Fuzzy C-Means will be implemented
in this research as is due to it natively computing the degree of membership of data to a
cluster. In previous works, the RSSI measurements are collected by the reference point
(RP) where RPs are the one to be computed as to which area partition they belong to. But
in order to fit this study, in the purposes of experimentation, there will be a switch from
the use of RPs into semantic location identities. This change will still fit the algorithm,
as each SLI will be a vector of RSSI measurements at different RP.

4.2. Determining the Optimal Configuration of Local Classifiers

For floor and area partition classifiers, the research introduces the following algorithms,
Locality Sensitive Hashing and Random Forest, to be compared to the 1-Nearest Neigh-
bor algorithm. The main idea behind the use of LSH is its low complexity just like 1NN.
Given that it is an approximate algorithm, the research aims to leverage the algorithm’s
composition and see if it will bring significant improvement for classification accuracy,
if not, the training time itself. Random forest, on the other hand, was chosen based on
its previous performance on floor classification. Given that both floor and area partition
classes have more generality, the RF algorithm can be sufficiently used for this use-case.

The algorithms chosen for SLI classifiers have more complexity than the previous
ones for floor and area partitions. This study will use Support Vector Machines as a
baseline SLI classifier for comparison to the following algorithms to be explored:

• Random Forest - the structure of the Random Forest to be utilized here is similar
to the one used for area cluster and floor classification. Given that SLI is the last
class to be classified, the study aims to leverage the use of all the fingerprint data
features for prediction
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• C5.0 Algorithm - C5.0 is an offshoot of the decision tree algorithm that uses less
memory and a smaller rule set but it is able to achieve high accuracy. The available
features used for this study are compact enough for the C5.0 algorithm to work
well

• Extreme Learning Machines - an algorithm based on feedforward neural networks,
the difference is that the hidden nodes are randomly assigned and it doesn’t need
to be tuned. The great thing behind this algorithm is its ability to be trained in a
single step, essentially amounting to learning a linear model

• Radial Basis Function NN - also based on neural networks, the difference being
that it uses radial basis function as the activation function. RBF allows neural
networks to utilize the rate of closeness of a data point to its label for prediction

• AdaBoost - for this research, the AdaBoost algorithm will use Random Forest
as the weak classifier. This study aims to utilize the performance of RF in an
ensemble form to improve its performance

5. Conclusion

Based on Table 1, initial results from related literature shows the feasibility of these
changes in providing improvements in the hybrid classification framework. The main
purpose of this framework is to use it for a proximity tracking solution to provide lo-
calization capabilities to a system that is not too complicated but can bring comparative
performance with lower sensor topology. The research also aims to show the feasibility
of this mitigation solution as a response to COVID-19. Prior solutions show as well how
LBS can utilize proximity tracking in maintaining health guidelines for COVID-19. This
improvement is aimed for educational institutions and office agencies to provide reliable
solutions for maintaining public health and social measures and help provide solutions
should the need to go back to commercial and educational spaces arise. Most of the lim-
itations of the study were due to the current quarantine situation affecting how the re-
search will conduct the experiments. This study will not delve in exploring the perfor-
mance of the localization model against device heterogeneity due to lack of sufficient
sample devices. Also, this study will also not explore security concerns of crowdedness
detection systems and the possible vulnerabilities that sensor-dependent systems. Future
work for this study is the main output, a novel hierarchical localization framework re-
volving around comparison between the use of relative positioning with SLI and estima-
tion of exact coordinates in a given space and the assembly of the hierarchical classifi-
cation system based on the fusion of the optimal local learning models acquired through
experimentation.
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Abstract. Instructional materials, internet accessibility, student involvement and 

communication have always been integral characteristics of e-learning. During the 

transition from face-to-face to COVID-19 new online learning environments, the 

lectures and laboratories at universities have taken place either synchronously (using 

platforms, like MS Teams) or asynchronously (using platforms, like Moodle). In 

this study, a case study of a Greek university on the online assessment of learners is 

presented. As a testbed of this research, MS Teams was employed and tested as 

being a Learning Management System for evaluating a single platform use in order 

to avoid disruption of the educational procedure with concurrent LMS operations 

during the pandemic. A statistical analysis including a correlation analysis and a 

reliability analysis has been used to mine and filter data from online questionnaires. 

37 variables were found to have a significant impact on the testing of tasks’ 

assignment into a single platform that was used at the same time for synchronous 

lectures. The calculation of Cronbach’s Alpha coefficient indicated that 89% of the 

survey questions have been found to be internally consistent and reliable variables 

and sampling adequacy measure (Bartlett's test) was determined to be good at 0.816. 

Two clusters of students have been differentiated based on the parameters of their 

diligence, communication abilities and level of knowledge embedding. A 

hierarchical cluster analysis has been performed extracting a dendrogram indicating 

2 large clusters in the upper branch, three clusters in the lower branch and an ensuing 

lower branch containing five clusters. 

Keywords. CAD, Data analysis, Data mining, Online Learning, Engineering 

Education, COVID-19. 

1. Introduction 

In the absence of face-to-face classrooms, online learning is based on the use of 

information technology platforms to ensure that all students have access to learning 

resources. Asynchronous or synchronous communication is used, with asynchronous 

system tools such as e-mail, discussion boards, and learning newsgroups being used [1]. 

Because this epidemic was unexpected, many educational institutions were unprepared 

for the events that followed [2]. It is necessary to arrive into vital features of internet 

learning that indicate the method's effectiveness. These characteristics can be interpreted 

in terms of network education platforms that meet the needs of instructors and learners, 

remote instruction on effectively completing learning activities, and whether online 
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education can become a useful tool for time periods where online learning is performed 

in a fully remote environment [3]. On the other hand, engineering needs have spawned 

novel learning methodologies at all levels of the educational system. Advanced 

technology tools, such as digital platforms and social media channels, are brought into 

the instructional process and serve as the primary means of information transmission [4-

9]. Previous research found that a number of course features for adjustment could 

improve the structure, dialog, and autonomy of the student learning experience, using 

functionalities carefully created according to Moore's principles of transactional distance 

[10]. New factors have been revealed to affect online learning in [11]   Emergency 

Remote Teaching Environments [12]. 

This study was inspired by the expanding use of online-based education in 

universities around the world, which provided a unique opportunity to collect electronic 

data and track students' academic progress. 

The present study's novelty derives from the fact that pandemic restrictions were just 

recently imposed on educational institutions, and fully virtual learning environments 

have yet to be tested. 

In the setting of a public health emergency, the current study assesses the learning 

approach of an online first-year engineering course from the perspective of students, 

evaluating tasks’ assignment via a single learning platform. A statistical analysis has 

been performed, using data minded from online surveys, that revealed new factors having 

a significant correlation to the way students perceive tasks assignments during pandemic. 

2. Module content and description 

The present study has been performed during the first semester of the academic year 

2020-2021 in the University of West Attica, School of Engineering, Department of 

Mechanical Engineering. The related module is called Mechanical Design CAD1 I. It is 

a first-semester module and the objectives after attending the course where to be able to 

create 2-Dimensional sketches and CAD drawings of objects presented in 3-Dimensional 

views by applying the rules of Mechanical drawing (tracing and reading orthographic 

projections, views layout, sectional views, dimensioning, symbolic lines). The laboratory 

lectures had a 3-month duration, and had been performed exclusively online, in MS 

Teams platform due to pandemic restrictions. 

2.1. Assigning tasks 

All tasks were assigned in each lecture, including Quizzes, Practice tasks (non-existent 

3-Dimensional objects) that had to be represent in 2-Dimensional drawings, as well as 

assignments related to real world tasks in Mechanical Engineering [13-15] (figure 1).  

 

 
1 Computer Aided Design 
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Figure 1. Assigning tasks  

3. Data mining and filtering 

Data have been collected by two online surveys in MS Forms, one pre-course2 and one 

post-course3. Additional data have been mined out of MS Teams insights, and students’ 

registration information. The total number of participants that attended CAD I during the 

semester where 216 (N=216) out of which 190 (subpopulation) participated in the study. 

165 scores have been considered valid for the purpose of this study, representing first 

semester students (n=165). 87% of the participants where between 18-23 years old, 11% 

between 22-25 and the remaining 2% over 25 years old. 88% where male and 12% 

female. 

A matrix of 129*165 has been created including several constructs [11] of variables 

that needed to be tested during research. 

3.1. Correlation Analysis and discussion 

A correlation analysis has been performed in SPSS 2020, among the 37 variables 

(survey questions) of the construct “assignments”. (Table 3) The most significant 

relationships among all nominal variables are identified using a correlation analysis. The 

statistical significance is determined by identifying variables with a Spearman’s rho 

coefficient greater than 0.20, indicating a relatively significant connection between two 

variables. In the following passage, correlations from the Inter-Item Correlation Matrix 

with a rho coefficient >0.400 are presented, and the conclusions have been schematized 

in the organogram shown in Figure 2: 

 

The first variable, (Students find the CAD I module more enjoyable than other laboratory 

modules) is correlated with the synchronous platform familiarization (+0.432), the 

quality of videos on the supporting YouTube channel (+0.421). Students who find the 

module enjoyable have expressed lower classroom fatigue (+0.475) and consider that 

they are very likely to succeed in similar future tasks (+0.518). The enjoyability of the 

module’s attendance has been proven to be highly correlated with their overall evaluation 

of the learning methodology, on a 10 Likert scale (+0.518). Students that highly 

evaluated the module find it very well organized (+0.532). Online module’s task 

organization is also correlated with the evaluation of the class notes (+0.448). Tasks’ 

assignment is an indicator of organization and is proven to be correlated with the 12th 

 
2https://forms.office.com/Pages/ResponsePage.aspx?id=7kOJDHDDs0u6UTIfQG8y7KI65q2QN2ZEuq

Sfk2d0hHFUNjNBMEJCS1ZFVUg4WVNTOTEwVk4yWE1TSy4u 
3 https://forms.office.com/Pages/ResponsePage.aspx?id=7kOJDHDDs0u6UTIfQG8y7KI65q2QN2ZEuq

Sfk2d0hHFUMlEySFBTVVRNOVVKRERTQ0UwTzYxRVM5Ry4u 
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variable, of how well assigned tasks are assessed (+0.416). Assignments variety (14th) 

has proven to contribute on understanding the theoretical part (13th) and facilitated 

accomplishing the assignments (+0.431) and is also correlated with the quality of videos 

(20th) presenting the methodology of tasks (+0.426). The 20th variable can be considered 

as an enjoyability factor (+0.421) as well as an indicator of organization (+0.444) also 

correlated with the variety of tasks in the 14th variable (+0.426). Highly significant 

correlation can be noticed when testing the 15th assignment, which is dealing with an 

existing metallic structure located in the Ancient Olive Campus (of the University of 

West Attica) and has been shown to be relevant to future professional tasks that students 

consider very likely to encounter in their careers (+0.513). The variable testing the 

conception of 3-Dimensional planes, is correlated with the likelihood of succeeding in 

similar future tasks (+0.474) as well as with the overall evaluation of the module (+0.466). 

 

Figure 2. Organogram of correlations 

3.2. Reliability analysis and discussion 

A reliability analysis has been conducted and at the same time Cronbach’s alpha has been 

calculated, as an estimate of the internal consistency associated with the values derived 

from the analysis. Cronbach’s Alpha coefficient is indicative of the validity of the ordinal 

variables filtered out of the correlation analysis. 

 

Table 1. Case Processing Summary Table 2. Reliability Statistics 

  N % 

Cases 

Valid 164 99.4 

Excludeda 1 0.6 

Total 165 100.0

a. Listwise deletion based on all 

variables in the procedure. 
 

Cronbach's 

Alpha 

Cronbach's Alpha Based 

on Standardized Items 

N of 

Items 

0.891 0.894 37 
 

 

As seen in Table 2, it can be estimated that 89% of the variances (37 survey 

questions) can be considered that concern internally reliable variables, therefore 

indicating a good internal consistency. The number of students participating in the study 

accounts to 165 (Table 1) and the valid answers are 164 (N=164). It can be noticed that 

one student has been excluded from the calculation, since missing values have been 

detected. In the column that contains Cronbach’s Alpha, if the item of the 15th question 

would be deleted, a coefficient of 0.894 would derive which combined with the result of 

0.528 of the corrected item total correlation shows that if this variable would be entirely 

excluded, the overall coefficient (Τable 2) will drop down by 0.004. 
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Table 3.  Item-Total Statistics 

  

Variables 

Scale 

Variance if 

Item Deleted 

Corrected Item-

Total  

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

1 Enjoyable vs other Labs 292.45 0.577 0.886 

2 
CAD I helped familiarising to MS Teams 

VS other modules 
292.59 0.484 0.887 

3 Satisfied CAD I vs other modules 275.48 0.646 0.883 

4 Insecure about following  293.20 0.392 0.889 

5 Are you comfortable passing the finals 298.15 0.267 0.891 

6 Affected by technical issues 296.62 0.320 0.890 

7 
Data consumption from downloading 

You Tube support channel videos 
288.99 0.413 0.888 

8 Assignments’ load 299.96 0.279 0.890 

9 Hours of studying during the week 295.33 0.343 0.889 

10 
Are you satisfied with your assignment 

grades 
304.09 0.177 0.891 

11 Is the module well organised 298.14 0.349 0.889 

12 
How well tasks are assessed during 

online lectures 
280.07 0.554 0.885 

13 
Did the theory contribute on the 

assignments 
300.46 0.452 0.889 

14 
Assignments variety (quizzes, sketches, 

CAD drawings) 
293.02 0.487 0.887 

15 Class notes, download and evaluate 288.15 0.367 0.890 

16 
Did quizzes help on understanding the 

theoretical part 
295.50 0.484 0.888 

17 
Have you conceived the meaning of 

planes 
293.97 0.573 0.887 

18 cutting planes highlighted in 3d views 297.00 0.383 0.889 

19 Have you fully perceived the object 300.67 0.319 0.890 

20 
Quality of videos concerning the solving 

methodology 
302.54 0.234 0.891 

21 Clearness of video, image and sound 284.40 0.508 0.886 

22 Social Media applications skills 300.44 0.346 0.889 

23 Classroom fatigue 296.36 0.275 0.891 

24 Express out loud your questions 281.03 0.572 0.885 

25 
Questions being solved during 

synchronous lectures 
295.49 0.494 0.888 

26 
Resent when instructor does not return 

graded tasks on time 
291.37 0.574 0.886 

27 
Comments by the instruction help 

understand mistakes 
294.57 0.365 0.889 

28 
Instructor helped meeting new people 

during synchronous lectures 
293.87 0.337 0.890 

29 Knowledge Weaknesses 297.81 0.291 0.890 

30 Computer skills 298.81 0.308 0.890 

31 Tasks assigned relevant to future work 305.38 0.126 0.892 

32 
Presentation and clarity of the 15th 

assignment
282.90 0.387 0.891 

33 
15th assignment related to real world 

tasks 
292.65 0.466 0.887 

34 
All assignments related to real world 

tasks 
298.70 0.293 0.890 

35 Overall evaluation of the module 296.50 0.411 0.888 
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36 
Dealing with weaknesses and knowledge 

lacks 
293.77 0.496 0.887 

37 
Is it likely to succeed in a similar future 

task 
271.75 0.738 0.881  

3.3. Sample adequacy 

The Kaiser-Meyer-Olkin sampling adequacy measure and the Bartlett's test were used, 

and the Kaiser-Meyer-Olkin measure was determined to be good at 0.816, while the 

Bartlett's test of sphericity indicated a significance level of 0.000 (Table 4), which is the 

highest significance level that can be obtained. 

Table 4.  KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.816 

Bartlett's 

Test of 

Sphericity 

Approx. Chi-Square 2166.018 

df 666 

Sig. 0.00 

3.4. Cluster Analysis and Anova analysis performed on the clusters 

The k-means algorithm is used to perform a cluster analysis, which divides the sample 

into two groups of students (Table 5). Cluster 1 seems to enjoy more and feel more 

satisfied from the online module than cluster 2. Students belonging to cluster 1, feel less 

insecure and feel more comfortable about the final exam, are less affected by technical 

issues and do not resent data consumption from downloading the support You Tube 

channel videos. Cluster 1 includes more hard-working students who do not feel a heavy 

load on the tasks assigned, and find the module more organized than cluster 2. A two-

score difference is noticed in the way tasks are assessed, with cluster 1 evaluating higher 

than cluster 2, expressing questions out loud and likely to succeed in similar future tasks. 

From the cluster analysis, it can be deducted that dividing the participating students 

in two clusters, has been based on the diligence of students, their communication skills 

as well as their level of knowledge embedding, permitting them to believe that they can 

succeed in similar future tasks. 

Table 5 shows the most important criteria with Sig.0.05 for the aforementioned clustering 

as well as an Anova analysis. Because the Anova analysis evaluates differences between 

individual clusters and within individual clusters (between groups/within groups 

comparison), the conclusion achieved is that out of 37 variables, only two variables are 

considered less distinctive, students’ satisfaction with their assignment grades and tasks 

related to future work. 

 

Table 5. Cluster analysis and Anova applied on the clusters 

  

  Cluster Anova 

  

Variables 1 2 Sig. 

1 Enjoyable vs other Labs 5 4 0.00 

2 CAD I helped familiarising to MS Teams VS other modules 4 4 0.00 

3 Satisfied CAD I vs other modules 9 7 0.00 

4 Insecure about following  4 3 0.00 

5 Are you comfortable passing the finals 4 3 0.02 

6 Affected by technical issues 4 3 0.00 
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7 Data consumption from downloading You Tube support channel videos 5 3 0.00 

8 Assignments’ load 4 3 0.00 

9 Hours of studying during the week 6 5 0.00 

10 Are you satisfied with your assignment grades 4 4 0.28 

11 Is the module well organised 4 3 0.00 

12 How well tasks are assessed during online lectures 9 7 0.00 

13 Did the theory contribute on the assignments 4 4 0.00 

14 Assignments variety (quizzes, sketches, CAD drawings) 4 3 0.00 

15 Class notes, download and evaluate 3 2 0.00 

16 Did quizzes help on understanding the theoretical part 4 4 0.00 

17 Have you conceived the meaning of planes 4 4 0.00 

18 cutting planes highlighted in 3d views 4 4 0.00 

19 Have you fully perceived the object 5 4 0.02 

20 Quality of videos concerning the solving methodology 4 4 0.01 

21 Clearness of video, image and sound 9 8 0.00 

22 Social Media applications skills 4 4 0.00 

23 Classroom fatigue 5 4 0.01 

24 Express out loud your questions 4 2 0.00 

25 Questions being solved during synchronous lectures 5 4 0.00 

26 Resent when instructor does not return graded tasks on time 5 4 0.00 

27 Comments by the instruction help understand mistakes 4 3 0.00 

28 Instructor helped meeting new people during synchronous lectures 4 3 0.00 

29 Knowledge Weaknesses 3 2 0.00 

30 Computer skills 4 4 0.00 

31 Tasks assigned relevant to future work 5 4 0.23 

32 Presentation and clarity of the 15th assignment 8 7 0.00 

33 15th assignment related to real world tasks 4 3 0.00 

34 All assignments related to real world tasks 4 4 0.00 

35 Overall evaluation of the module 4 3 0.00 

36 Dealing with weaknesses and knowledge lacks 4 3 0.00 

37 Is it likely to succeed in a similar future task 9 7 0.00 

 

3.5. hierarchical cluster analysis 

A hierarchical cluster analysis is performed in SPSS to detect the number of clusters 

into which, the students can be divided, according to the proximity of their responses. 

This clustering method uses variance analysis techniques to calculate the distances 

between clusters. At each stage of the method, the clusters are joined, with the smallest 

sum of squared errors (SSE), and the sum of squares acts as a criterion of loss. 

 

 

Figure 3. Dendrogram using average linkage (between groups) 
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The resulting tree diagram (dendrogram) is given below. In the upper branch of the 

hierarchical clustering tree, it is observed that there are two large clusters and this 

information is used to implement the k-means algorithm. The next lower branch contains 

three clusters, and after that there is a lower branch that contains five clusters. 

4. Conclusions and Future work 

The e-learning paradigm has always included instructional materials, internet 

accessibility, student interaction, and communication [16]. Most University online 

courses' lectures and laboratories in universities worldwide and specifically in the 

presented case of the University of West Attica have been using MS Teams 

(Communication Platform) for synchronous lectures and Moodle or e-Class (Learning 

Management Systems) for asynchronous support during the transition from face-to-face 

to the COVID-19 emerging learning environments. 

In this study, the use of MS Teams as a Learning Management System has been used 

and tested in order to evaluate a single platform use [17] aiming to avoid disruption for 

students with parallel LMSs functions during the pandemic. Data from online surveys 

have been mined and filtered through a statistical analysis which included a correlation 

analysis and a reliability analysis. 37 variables have been considered to have an important 

significance on testing the performance of tasks’ assignment into a single platform, used 

at the same time for synchronous lectures. The Cronbach’s Alpha coefficient has been 

calculated and resulted to 89% of the survey questions being internally consistent reliable 

variables. A cluster analysis has been performed dividing students into two clusters, 

based on the criteria of their diligence, their communication skills, and their level of 

knowledge embedding. 

One of the most noteworthy findings of this research is that having a single online 

platform for transmitting synchronous lectures while also uploading tasks' assignments, 

students’ evaluation, module notes, and grading, as well as asynchronous support by 

integrating assignments and resources links uploaded on social media channels makes 

task organization easier for both students and instructors.  

Future work consists on performing a statistical analysis on other constructs of the 

survey questions, aiming to reveal variables with important significance correlated to 

students’ academic achievements (performance on the final exam), as well as their level 

of satisfaction, as an indicator of whether online education can become an efficient tool 

for online learning, or even virtual and blended environments [18]. 
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Abstract. The increasing amounts of data have affected conceptual modeling as a 
research field. In this context, process mining involves a set of techniques aimed at 

extracting a process schema from an event log generated during process execution. 
While automatic algorithms for process mining and analysis are needed to filter 

out irrelevant data and to produce preliminary results, visual inspection, domain 

knowledge, human judgment and creativity are needed for proper interpretation of 
the results. Moreover, a process discovery on an event log usually results in 

complicated process models not easily comprehensible by the business user. To 

this end, visual analytics has the potential to enhance process mining towards the 
direction of explainability, interpretability and trustworthiness in order to better 

support human decisions. In this paper we propose an approach for identifying 

bottlenecks in business processes by analyzing event logs and visualizing the 
results. In this way, we exploit visual analytics in the process mining context in 

order to provide explainable and interpretable analytics results for business 

processes without exposing to the user complex process models that are not easily 
comprehensible. The proposed approach was applied to a manufacturing business 

process and the results show that visual analytics in the context of process mining 

is capable of identifying bottlenecks and other performance-related issues and 
exposing them to the business user in an intuitive and non-intrusive way. 

Keywords. Visual analytics, process analytics, process intelligence, visualization, 

data analytics, business process management 

1. Introduction 

The amount of data recorded in various domains has been growing exponentially [1]. 

This offers opportunities for algorithmic techniques, but also creates new challenges. 

The availability of data has extended conceptual modeling as a research field of 

manually created models with automatic techniques for generating models from data 

[2]. Process mining is one of these recent extensions. Process mining involves a set of 

techniques aimed at extracting a process schema from an event log generated during 

process execution [3][4]  

Combining automatic analysis of event logs and visualization methods face several 

challenges [3]. While automatic algorithms for process mining and analysis are 

certainly needed to filter out irrelevant data and to produce preliminary results, visual 

inspection, domain knowledge, human judgment and creativity are needed for proper 

                                                           
1
 Corresponding Author, Georgia Theodoropoulou, University of West Attica, 12243 Ag. Spyridonos 

Athens, Greece; E-mail: gtheodoropoulou@uniwa.gr. 

Novelties in Intelligent Digital Systems
C. Frasson et al. (Eds.)

© 2021 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA210089

166



interpretation of the results [1]. Moreover, a process discovery on an event log usually 

results in complicated and/or huge process models. Most of the current visualizations 

display the conformance results in their entirety. From a user perspective, displaying 

the conformance results on a big and complicated process model with many nodes does 

not provide significant added value [5]. Such techniques turned out to have several 

problems when addressing processes with little or no structure, where the flow of the 

activities mostly depends on the decisions taken by the involved people, thus leading to 

the so-called “spaghetti-like” models, almost incomprehensible for a human analyst [6]. 

On the other hand, visual analytics has the potential to provide an answer to these 

problems by proposing a tight integration between automatic techniques and 

visualization. In the past ten years, a variety of visual analytics methods have been 

proposed to make machine learning more explainable, trustworthy, and reliable 

[7][8][9][10]. Similarly to the way that machine learning has coupled with visualization 

methods, process mining needs to follow the same direction. In this paper we propose 

an approach for identifying bottlenecks in business processes by analyzing event logs 

and visualizing the results aiming at supporting human decisions. In this way, we 

exploit visual analytics in the process mining context in order to provide explainable 

and interpretable analytics results for business processes without exposing to the user 

complex process models that are not easily comprehensible. 

The rest of the paper is organized as follows: Section 2 describes the theoretical 

background upon which the proposed approach is based. Section 3 presents the 

proposed approach for identifying bottlenecks in business processes with the use of 

visual analytics. Section 4 outlines the implementation of the proposed approach and 

demonstrates the results from its application to a manufacturing business process. 

Section 5 concludes the paper and outlines our plans for future work. 

2. Theoretical Background 

The term visual analytics was coined by Jim Thomas to mean “the science of analytical 

reasoning facilitated by visual interactive interfaces” [11]. Over time, the scope of 

visual analytics broadened. Now the term refers to a multidisciplinary field that 

combines elements from human-computer interaction, geo-spatial and temporal data 

processing, data analysis and statistics [1] [12]. 

During the last years, machine learning approaches in process mining have 

gathered an increased research and business research by automating data analytics 

algorithms for business processes deriving detection and prediction outcomes. 

However, such approaches require the business analyst to configure and train the 

models in order to make the most out of them. On the other hand, visualization 

approaches utilize the power of human perception to simultaneously process large 

amounts of data [13], thus allowing computer and human working in optimal 

complementarity with non-intrusive decision support. 

In this context, visual analytics exploits both the computational power of the 

computer and the human’s perception system to facilitate insights and enable 

knowledge discovery in large and complex bodies of data [13]. Visual analytics in 

process mining has been identified as a domain with high potential [1] and a key factor 

for the wide adoption of process mining methods, techniques and software tools [15], 

still facing several challenges [13]. 
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Traditionally, visual analytics combined visualization with data mining techniques. 

However, given the maturity of process mining techniques, visual analytics based on 

process mining has been considered as a significant research direction [3]. Within 

process mining, performance analysis is used to explore issues such as identifying any 

bottlenecks in the process and the steps needed to optimize the process [5]. It is 

typically focused on performance indicators of the time dimension, such as the lead-, 

service- and waiting time and, as the name implies, is based on a process model [14]. 

Many commercial and free process mining tools allow doing such analysis; however, 

the commonly used model notations are not designed to project the time dimension on 

the model, i.e. changes over time cannot be represented in a comprehensible way [14]. 

On the other hand, although conformance results enable compliance and performance 

analysis, there are still some open challenges which could make the analysis difficult 

[5]. 

Since visual analytics aims at supporting human reasoning and gaining new 

insights, the quality of visual analytics approaches is hard to quantify [13]. However, 

process models extracted from the process mining algorithms aim at showing 

individual event sequences, conformance of individual event sequences, and variations 

of individual cases [13]. Therefore, they usually result in “spaghetti-like” process 

models that are not easily comprehensible by the business user, while they do not 

usually extract results related to time. 

3. The Proposed Approach  

The proposed approach aims at identifying bottlenecks in business processes by taking 

advantage of the large amounts of event logs becoming available through various 

information systems. In order to tackle the complexity of the process models extracted 

by the event logs, we propose a visual analytics approach that facilitates interpretability 

and explainability of the results in order to support business decisions. In this way, the 

human expert is in the loop having the capability of taking informed decisions. The 

proposed approach incorporates an incremental and iterative way and provides 

interactive visualization capabilities in order to facilitate the interaction with the 

human. The proposed approach consists of the following steps: 

(A) Event Log Extraction: The starting point is to extract the event logs. An 

event log is a file including the activities along with a timestamp. Every time a 

process is executed, a process instance is created. Each process instance is 

called a case (or trace). Each trace describes the lifecycle of a particular case 

(i.e., a process instance) in terms of the activities executed [15]. Every case 

has several ordered activities. The event log required for the proposed 

approach needs to incorporate the case number, the activity name, the 

timestamp (end time) and the start time. 

(B) Filtering event logs: We need to filter activities, which can be concluded to 

have faults from event log inspection. Also we can find outliers and filter them 

out. Filtering is done for two main reasons: cleaning the data or narrowing 

down the analysis. Filtering may concern removing a process instance (case), 

adding events, removing events or modifying events [1]. 

(C) Start and End Activities: In this step, the proposed approach provides the 

identified start and end activities. In this way, the human may detect variations 
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in the process execution. For example, in case there are more than one end 

activities, the business process may suffer from incomplete instances.  

(D) Start dates of traces and activities: In this step, the proposed approach 

provides visualization results about the duration of the various activities. From 

these results, the human may detect the most long-lasting activities and how 

their duration changed throughout the time period under examination.  

(E) Duration of the activities: In this step, the visualization results provide 

information about the traces of the shortest and the longest duration in order to 

enable focusing on the improvement of the potentially problematic traces.  

(F) Long-lasting traces: In this step, the visualization results detect the total time 

of completion of the traces in order to identify the most long-lasting traces as 

well as their patterns throughout the time period under examination. In 

addition to that, the human is exposed to a more detailed graph combining the 

start dates and the activities of each trace. 

(G) Human cognition: In the final step, the human aggregates the aforementioned 

visualization results in order to make decisions about the efficiency of the 

business processes as well as about actions for improvement. The human 

decisions are supported by the results of visual analytics making capable of 

taking advantage of the large amounts of event logs generated by information 

systems without requiring advanced data analytics and machine learning 

skills.  

4. Implementation of a Visual Analytics Web Application 

The proposed approach was implemented as a web application with the Python 

programming language. For this implementation, we used 3 Python libraries: 

� Pandas (https://pandas.pydata.org/pandas-docs/stable/index.html) for data 

structuring. In particular, we used Pandas DataFrame which is a two-

dimensional data structure, i.e., data is aligned in a tabular fashion in rows and 

columns. Pandas DataFrame consists of three principal components, the data, 

rows, and columns. 

� PM4py (https://pm4py.fit.fraunhofer.de/) for process mining. PM4py provides 

functionalities for handling and filtering event data, performing process 

discovery, managing Petri nets and conducting conformance checking. It also 

performs evaluation and simulation, and provides process statistics 

capabilities. 

� Plotly (https://plotly.com/) for delivering machine learning and data science to 

business users. Plotly enables building and deploying analytic web apps using 

Python, R, and Julia without the use of JavaScript or DevOps. 

5. Application to a Manufacturing Business Process 

The proposed approach was applied to a manufacturing business process dealing with 

the control of a plant to increase its overall performance. The plant produces parts 

made of metal such as spurs, fastener, ball nuts, discs, tubes, wheel shafts, or clamps. 

To build these parts there are 28 machines for lapping, milling, turning, sinking, wire 

cutting, turning and milling, laser marking, and round and flat grinding [17] [18]. The 
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wide adoption of IoT devices, sensors and actuators in manufacturing environments has 

fostered an increasing research interest on real-time data analytics; however, event logs 

contain information regarding the whole factory cycle, either they have sensors 

installed or not, thus, having the credentials to move towards providing an all-around 

view of manufacturing operations on the shopfloor [19]. In this way, they may provide 

valuable information for planning and resource allocation [18]. 

First, according to the steps (A) and (B) of the proposed approach, the event log is 

extracted and filtered in order to be structured in a way that can feed into the 

subsequent visual analysis. The dataset contains process data from a production 

process, including data on cases, activities, resources, timestamps, etc. Table 1 presents 

a data sample from the extracted event log. As already mentioned, the most important 

attributes for the proposed approach are: the Case ID, the Start Timestamp, the 

Complete Timestamp, and the Activity. The Resource provides additional information 

related to the Activity and can be used for further analysis. 

 

Table 1. Data sample from the event log of the manufacturing business process. 

 
Case ID Start 

Timestamp 
Complete 

Timestamp 
Activity Resource 

Case 1 1/29/2012 23:24 1/30/2012 5:43 

Turning & Milling - 

Machine 4 

Machine 4 - Turning 

& Milling 

Case 1 1/30/2012 5:44 1/30/2012 6:42 
Turning & Milling - 

Machine 4 
Machine 4 - Turning 

& Milling 

Case 1 1/30/2012 6:59 1/30/2012 7:21 

Turning & Milling - 

Machine 4 

Machine 4 - Turning 

& Milling 

Case 1 1/30/2012 7:21 1/30/2012 10:58 

Turning & Milling - 

Machine 4 

Machine 4 - Turning 

& Milling 

Case 1 1/31/2012 13:20 1/31/2012 14:50 Turning & Milling Q.C. Quality Check 1 

Case 1 2/1/2012 8:18 2/1/2012 8:27 

Laser Marking - 

Machine 7 

Machine 7- Laser 

Marking 

Case 1 2/14/2012 0:00 2/14/2012 1:15 Lapping - Machine 1 
Machine 1 - 

Lapping 

Case 1 2/14/2012 0:00 2/14/2012 1:15 Lapping - Machine 1 

Machine 1 - 

Lapping 

Case 1 2/14/2012 9:05 2/14/2012 10:20 Lapping - Machine 1 

Machine 1 - 

Lapping 

Case 1 2/14/2012 9:05 2/14/2012 9:38 Lapping - Machine 1 

Machine 1 - 

Lapping 

 

Figure 1 depicts part of the process model derived from the aforementioned event 

log. As it can be noticed, it suffers from a high complexity making it impossible for the 

business user to understand the process. However, explainability and transparency in 

manufacturing is essential in order to inspire confidence that the system is secure, 

robust, and controllable [20]. This can be achieved with a visual analytics approach. 

According to the step (C), the proposed approach presents to the human the start 

and the end activities. In the scenario under examination, there are several different 

start and end activities, as shown in Figure 2 and in Figure 3. Four start activities have 

a high frequency (i.e. Turning & Milling – Machine 4, Turning & Milling – Machine 8, 
Turning & Milling – Machine 5, Turning & Milling – Machine 6). Their context 

indicates that there are parallel production lines. However, there are also several other 

start activities. On the other hand, there are mainly two end activities (Packing, Final 
Inspection Q.C.), although there is a wide distribution on other activities. These facts 

imply a complex business process with high variety, e.g. depending on the products, 
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the maintenance operations, the remanufacturing, etc. On the other hand, this relatively 

unstructured process may indicate that the process either is executed in an inefficient 

way or it should be redesigned. 

 

 
Figure 1. The process model of the manufacturing use case. 

 

According to step (D), the proposed approach provides a Cleveland dot plot in 

order to result in an intuitive outcome regarding the activity durations through time. 

Cleveland dot plots are an alternative to bar graphs that reduce visual clutter and can be 

easier to read. Figure 4 depicts the duration of the various activities with respect to the 

start timestamp. Each data point has a different colored coding according to the activity 

it represents. In addition, Figure 5 depicts the mean duration of each activity enabling 

the detection of the most long-lasting activities. 

 
Figure 2. The start activities. 
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Figure 3. The end activities. 

According to steps (E) and (F), Figure 6 depicts the total time for completion of 

the traces so that the business user is able to see the traces that required more time. For 

example, in the scenario under examination, one may notice that the traces tend to 

require much more time to be finished throughout time. Moreover, Figure 7 depicts a 

combination between the start timestamps of each trace and its activities.  

According to step (G), the human decisions are supported by the aforementioned 

visual analytics on the manufacturing business process. These decisions may deal with 

both strategic and operational aspects of the business process. Therefore, for the 

scenario under examination, the business user may draw the following conclusions: 

� The process under examination is subject to a high variety, since there are 

several different start and end activities. To some extent, this is 

reasonable due to the nature of the production network. However, the 

event log includes some start and end activities that seem to be outliers. 

Therefore, there are incomplete processes due to either the process 

execution or the process design itself. 

� There are some variations with respect to the mean duration of similar 

activities. For example, the activities Milling - Machine 8 and Milling - 
Machine 16 have a significantly longer mean duration comparing to the 

activity Milling - Machine 10. Similarly, the activity Grinding Rework – 
Machine 2 has a significantly longer mean duration comparing to the 

activity Grinding Rework – Machine 12. 

� Some activities have a significantly longer duration comparing to others 

causing bottlenecks and leading to delays of the whole process. 

� Some traces require more time to be completed comparing to others. 

Throughout time, the traces tend to have a longer duration revealing an 

increasing inefficiency and responsiveness in the process execution. 
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Figure 4. Activity duration through time (step D). 

 
Figure 5. Mean duration of each activity (step D). 

 

 
Figure 6. Trace durations through time (step E and F). 
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Figure 7. Activities and traces through time (step E and F). 

6. Conclusions and Future Work 

The increasing amounts of data have affected conceptual modeling as a research field 

by utilizing data analytics for generating process models. In this context, process 

mining involves a set of techniques aimed at extracting a process schema from an event 

log generated during process execution. While automatic algorithms for process mining 

and analysis are needed to filter out irrelevant data and to produce preliminary results, 

visual inspection, domain knowledge, human judgment and creativity are needed for 

proper interpretation of the results. Moreover, a process discovery on an event log 

usually results in complicated and/or huge process models not easily comprehensible 

by the business user. To this end, visual analytics has the potential to enhance process 

mining towards the direction of explainability, interpretability and trustworthiness in 

order to support human decisions.  

In this paper we proposed an approach for identifying bottlenecks in business 

processes by analyzing event logs and visualizing the results. In this way, we exploit 

visual analytics in the process mining context in order to provide explainable and 

interpretable analytics results for business processes without exposing to the user 

complex process models that are not easily comprehensible. The proposed approach 

was applied to a manufacturing business process and the results show that visual 

analytics in the context of process mining is capable of identifying bottlenecks and 

other performance-related issues and exposing them to the business user in an intuitive 

and non-intrusive way. 

Regarding our future work, we plan to implement advanced data analytics 

algorithms performing predictions on event logs. To do this, we will implement (deep) 

machine learning algorithms and we will focus on coupling them with visualization 

methods in order to achieve explainability and interpretability of complex algorithms 

and results. 
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Abstract. A widespread practice in machine learning solutions is the
continuous use of human intelligence to increase their quality and effi-
ciency. A common problem in such solutions is the requirement of a large
amount of labeled data. In this paper, we present a practical implemen-
tation of the human-in-the-loop computing practice, which includes the
combination of active and transfer learning for sophisticated data sam-
pling and weight initialization respectively, and a cross-platform mobile
application for crowdsourcing data annotation tasks. We study the use
of the proposed framework to a post-event building reconnaissance sce-
nario, where we utilized the implementation of an existing pre-trained
computer vision model, an image binary classification solution built on
top of it, and max entropy and random sampling as uncertainty sampling
methods for the active learning step. Multiple annotations with major-
ity voting as quality assurance are required for new human-annotated
images to be added on the train set and retrain the model. We provide
the results and discuss our next steps.

Keywords. Active Learning, Transfer Learning, Crowdsourcing, Mobile
Computing

1. Introduction

There is no doubt that Machine Learning (ML), as a field of Artificial Intelligence
(AI) and consequently as part of the 4th Industrial Revolution [1], has changed
our work, our social interactions, our life in general. One of the major bottle-
necks and open research topic in ML is the massive data collection and labeling
requirement, which is essential for training supervised learning models. Towards,
Transfer Learning (TL) constitutes a technique that reduces the amount of data
that need to be used during the training and testing process. The objective of
TL is to take advantage of data from an existing setting to extract information
that may be useful when learning or even when making predictions in a different
setting [2].
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In the case of supervised learning, further reduction in the data labeling
process is achieved using Active Learning (AL) that reduces data labeling effort
by actively selecting the most informative instances to be queried for labeling.
In contrast with Passive Learning, where all labeled samples are obtained once
and without a reference to the learning algorithm, new samples are interactively
chosen from a pool of unlabeled data that may improve the learning process
resulting on the reduction of the total amount of samples needed.

Crowdsourcing is a common technique for both data acquisition and data
labeling, where a large group of people, not necessarily domain experts, are asked
to either provide or label existing samples. The term crowdsourcing appeared in
[3] as a paradigm, in which a specific service, information or task is offloaded to
a crowd of individuals, often connected through a common goal or interest, as in
an online community.

Using the above three techniques, i.e. TL, AL, and Crowdsourcing, we have
implemented an end-to-end solution that can be applied in several domains in
supervised ML, including computer vision, text and audio processing. Also, it can
be easily used on-field to feed any ML pipeline by exploiting a user-friendly mobile
application. Tasks are initialized with existing models using TL, and new samples
are appended to the training data set using AL. Crowdsourcing is used for the
labeling step of each task, by deploying a mobile application as an interface. In
this paper, we apply our solution to post-event building reconnaissance use case,
demonstrating its capabilities on reducing the amount of annotated data needed.
In particular, we selected a binary image classification task using ResNet [4] as
the initial model, a smaller image dataset with images of buildings that are either
collapsed or not [5], and uncertainty sampling for querying new samples.

2. Related Work

TL techniques have been successfully applied in real-world applications [6] in
several domains, including Natural Language Processing [7,8], Computer Vision
[9,10], and Audio Processing [11,12]. In [13], Yang et al. present a study on the
combination of TL and AL, focusing on the improvement of the learning accu-
racy, concerning the size of the required labels. Zhou et al. [14] present active
fine-tuning (AFT), a new algorithm which naturally integrates AL and TL. Their
results include a significant cut in the annotation cost compared to the state-of-
the-art method [15]. High detection accuracy is achieved in [16], where Feng et
al. use a deep residual network for defect detection and classification in infras-
tructure surface images, and apply AL strategy, asking experts to label the most
informative subset of new images to retrain the network. Tong and Koller in [17]
propose the use of Support Vector Machines (SVM) for samples selection in AL.
By applying the latter to text classification, they achieve a significant reduction
in the need for labeled instances.

There have been several studies on measuring and ensuring the quality of
crowdsourced data. Wang et al. in [18] propose ARTSense, a framework to solve
the problem of “trust without identity” in mobile sensing. The solution consists
of a privacy-preserving provenance model, a data trust assessment scheme, and
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an anonymous reputation management protocol. Tian et al. have presented Max-
Margin Majority voting as a new approach for improving the discriminative ability
of majority voting in crowdsourcing [19].

Regarding the combination of AL and Crowdsourcing for data labeling, Fang
et al. focus on the optimization of the sampling techniques in [20]. Zhang et
al. propose a deep computational model with crowdsourcing for industrial IoT
Big Data, trying to prevent overfitting and aggregate adequately labeled sam-
ples to train a model’s parameters [21]. Song et al. propose a confidence-based
Crowdsourcing approach for data labeling, in which the confidence of the crowd
workers has been considered for aggregating the results [22]. A combination of
the learning algorithm uncertainty, and the uncertainty derived from the crowd-
sourced answers, is used to define a score function, for new instances selection.
Zhao et al. study the use of AL and Crowdsourcing for activity recognition [23].
In their work, they present three methods to choose the most informative data
points based on low confidence for the most probable activity class, the minimum
difference between the confidence of the most and second most probable class,
and high entropy among the probability of classes. A combination of ontological
knowledge and AL is presented in Civitarese et al. [24], in which users’ feedback
is deployed to refine the correlations among sensor events and activity types ini-
tially extracted from a high-level ontology, in order to mine temporal patterns of
sensor events that are frequently generated by the execution of specific activities.

In the domain of sound processing, MoodSwings [25] and TagAtune [26] are
used for data labeling with mobile applications. The former is focusing on audio
mood labeling, and the latter, on tagging music albums. A more generic approach
that includes several tasks is provided in ‘Crowdsource’ 2 for Android and in
‘Unbiased WorkForce’ for Android3 and iOS4.

In this paper, we present an implementation that includes the three tech-
niques mentioned (TL, AL, Crowdsourcing) above into one extendable platform,
providing both the means for training new models, and a user interface for crowd-
sourcing the data labeling requirement.

3. ActiveCrowds

In this section, we present ‘ActiveCrowds’, a platform that can be used for man-
aging ML related tasks, utilizing the aforementioned techniques (TL, AL, Crowd-
sourcing). It allows ML tasks to be carried out, utilizing the advantages of each
technique. It aims at providing a flexible tool that could be used in several do-
mains and extended with new implementations of either ML or crowdsourcing
techniques.

3.1. Overview

A high-level overview of a task is displayed in Figure 1. First, a model initial-
ization is required, using an existing pre-trained model. After collecting enough

2https://play.google.com/store/apps/details?id=com.google.android.apps.village.boond
3https://play.google.com/store/apps/details?id=io.datax.workstation
4https://apps.apple.com/tt/app/unbiased-workforce/id1502361378
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Figure 1. Overview

samples, we train and validate the model; we compute its accuracy on a test data
set, we get new samples using one of the available sampling strategies and ask
humans for labeling. The new samples that are labeled using the mobile applica-
tion are added to the training set, and another loop of training–validation–testing
sampling begins.

The platform is split into three main modules: (a) The core module related
with the training, evaluation and testing of the available models, as well as the
process of sampling entries to be labeled. (b) A web service acting as an inter-
face to the core module. (c) A mobile application that is used from the users to
complete the labeling tasks. For the core module, we have implemented a Python
package that includes an abstract base class for the train, evaluation, testing of
a model, and the sampling process. An image binary classification class imple-
ments the above methods on top of Torchvision and PyTorch [27]. We have also
developed a storage class, responsible for handling the relevant datasets, and a
scenario class that is used to hold information about the train–evaluation–test
sample loop parameters.

Read and write access to the machine learning tasks is available through a
REST API implemented using the Flask framework. The task parameters and
their current state are stored in a PostgreSQL database. Background tasks that
are triggered using the API, are performed using the Celery library with Redis
being used as the message broker and the results’ back-end storage. The mobile

L. Toumanidis et al. / ActiveCrowds: A Human-in-the-Loop Machine Learning Framework 179



�� �� ��

Figure 2. Mobile application screens: a) Task categories, b) Computer Vision tasks and c) Binary
Classification task

application is implemented using the React Native framework, making it available
to run on both Android and iOS based devices. A task initialization requires:

• The pre-trained model to be used,
• The required dataset sizes for the train, evaluation, and testing steps,
• The query strategy to be used for new samples,
• The minimum number of peer answers and the minimum required accuracy
for the labeling decision

3.2. Implementation

An instance of the Scenario class consists of:

• The required length of samples to be used for the active learning phases,
i.e., training, evaluation, testing, sampling, sampling strategy (currently
one of: Minimum Margin, Least Confidence and Max Entropy),

• The category of the task that is image, audio, text or other,
• The task’s subcategory, which the case of an image category may be a
binary or multi-class classification, object detection or object captioning.

The REST API currently includes endpoints for the available tasks listing,
new task creation, getting task details by its id or updating or deleting one, and
a task’s labeling answers submission endpoint. On each submission, the task’s
status is updated, the criterion about deciding for a new label is checked, and
if applicable a new active learning loop is started. The mobile application, as
depicted in Figure 2 consists of two main screens, (a) the lists of the task categories
and subcategories respectively are presented after being fetched from the server,
and (b) the tasks’ specific screens. In the case of image binary classification, a
cover image and a small description are presented, and a batch of the selected
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samples that need to be labeled are sequentially presented. After completing the
batch labeling, the user answers are sent to the server, and the task is marked
as locked. When new samples are available, the task is again available for a new
submission.

4. Use Case Scenario

The proposed framework has been applied in a post-event building reconnaissance
use case scenario. In such an event, a tremendous amount of perishable visual
data can be generated in just a few days. As a result, data annotation from
trained professional engineers about whether a building has collapsed or not, is
time-consuming; it might take days to be completed, so there is a need of an
autonomous classification tool [5]. Additionally, to train a deep Convolutional
Neural Network (CNN) efficiently, a huge amount of annotated data is required.
Therefore, we study the use of our tool in a simulated scenario, in which an
earthquake has taken place damaging a lot of buildings.

In more technical terms, we study a binary classification problem, which deals
with the prediction on whether a depicted building is collapsed or not. The dataset
we used consists of 1850 images of collapsed buildings and 3420 of non-collapsed,
for a total of 5270 images. Non-collapsed images mainly consist of undamaged
buildings, damaged buildings, and irrelevant pictures, which represents a typical
data set collected during an earthquake reconnaissance mission. It has been suc-
cessfully used on a post-event building reconnaissance study in [5] with a collapse
classification accuracy of about 91.5%, trained using the AlexNet CNN [28]. 1000
of them were used for validation and testing of the trained model, and the rest of
them, as a pool of new samples to select from, for the AL sampling step (Figure
3, samples of the training dataset).

The task is created using the above dataset, while the initial parameters are
set as follows:

• A team of 20 trained professional engineers investigates the area where the
earthquake has taken place

• We have an initial training set of 30 images
• A fixed number of 30 images to be appended on this set for a train-
validation-test loop of the model, and

• A peer accuracy of 80% with a minimum number of required peers (end-
users) of 10, meaning that to decide for a class of an unlabeled image, input
from at least 10 peers is required, and the 80% of the answers have to be
the same for this image.

The server and the core modules are hosted on a computer workstation
equipped with an NVIDIA GTX Titan X GPU, featuring 12 gigabytes RAM,
3072 CUDA cores, and bandwidth of 336.5 GB/s. We used Python as the pro-
gramming language, and specifically the PyTorch library. To accelerate the tensor
multiplications, we used CUDA Toolkit also supported by the cuDNN, which is
the NVIDIA GPU-accelerated library for deep neural networks. The software is
installed on a Linux operating system.
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Figure 3. Train Preview

Figure 4. Obtained results: a) model accuracy and b) confusion matrix

Margin sampling and random sampling were deployed for the labelling of new
images. As expected, testing the least confidence margin and entropy sampling
methods gave precisely the same results with margin sampling, since this is a
binary classification problem, and these three methods provide the same results
in this case. We achieved an accuracy of about 93.5% with a training size of fewer
than 420 images (Figure 4a). Moreover, it is worth mentioning that by exploiting
the AL feature of our framework, we achieved almost 1% higher accuracy (92.47%)
than the one reported in [5] (91.5%) using only 150 labeled images, which is
around 0.09% of the labeled used in [5]. Testing the model on the 500 samples of
the test set, gave us a result of 315 true-negative and 154 true-positive predictions
presented in the form of a confusion matrix (Figure 4b).

5. Conclusions

This paper presents a novel framework that can be used in ML related tasks, uti-
lizing the methods of Transfer Learning, Active Learning and Crowdsourcing. We
successfully deployed and evaluated the platform using a post-earthquake build-
ing reconnaissance use case and by setting an image binary classification problem
of collapsed building identification, achieving State-of-the-Art results, while us-

L. Toumanidis et al. / ActiveCrowds: A Human-in-the-Loop Machine Learning Framework182



ing only few labeled instances. We expect that the proposed framework will be a
breakthrough in domains where data labelling is both vital and time-consuming.
Our next steps include the evaluation of more tasks both in the computer vision
domain and in other domains like audio and text processing. Moreover, we intend
to explore more active learning query strategies, as well as more methods for the
quality assurance of the crowdsourced labels.
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Abstract. The analysis of disease occurrence over the smallest unit of a region is 

critical in designing data-driven and targeted intervention plans to reduce health 

impacts in the population and prevent spread of disease. This study aims to 
characterize groups of local communities that exhibit the same temporal patterns in 

dengue occurrence using the Fuzzy C-means (FCM) algorithm for clustering 

spatiotemporal data and investigate its performance in clustering data on dengue 
cases aggregated yearly, monthly and weekly. In particular, this study investigates 

similar patterns of Dengue cases in 129 barangays of Baguio City, Philippines 

recorded over a period of 9 years. Results have shown that the FCM has promising 
results in grouping together time series data of barangays when using data that is 

aggregated weekly. 

Keywords. data mining, dengue, fuzzy c-means algorithm, time series clustering, 

disease surveillance 

1. Introduction 

Health systems around the world are continuously challenged with the emergence and 

re-emergence of diseases that continue to threaten the lives of many people. In the 

Philippines, emerging and re-emerging infectious disease (EREIDs) such as leptospirosis, 

dengue, meningococcemia, tuberculosis among others, continues to threaten the health 

system. 

While the emergence of any disease is unpredictable, its health impact can be 

managed through planning and execution of proper interventions and proper surveillance 

[1]. In 2019, the Philippines suffered public health crises due to measles, dengue and 

polio outbreaks. Dengue cases during this time was noted to be the worst in the decade 

after recording more than 450,000 cases with about 1,500 deaths [2]. 

In particular, it is important to consider strengthening health surveillance systems 

even at the most local communities, commonly called barangays in the Philippines, in 

order to prevent major health crises or disease outbreaks at the national level. This is 

because health intervention planning is unique to an area or population due to regional 

differences in terms of available resources, health personnel, environmental conditions, 

and accessibility [3]. 
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The unpredictability of disease outbreaks, the sporadic growth of dengue, the 

increase in the number of deaths and strengthening surveillance in localized areas are the 

primary motivations of this research. 

This study explores disease pattern at the barangay level by grouping together 

barangays that exhibit similar time series patterns and identify shared characteristics of 

the barangays belonging to the same group using a data clustering based approach. 

Furthermore, this research investigates how data granularity may affect the findings. This 

approach in analyzing disease data discovers patterns in data while considering the 

geographic location of the barangays which might affect disease distribution. 

Particularly, this paper investigates patterns of dengue cases recorded in 129 

barangays of Baguio City collected over a 9-year period. Baguio City is a highly 

urbanized city and a tourist spot located in the northern part of the Philippines which was 

under close monitoring after exceeding the dengue alert threshold following the 

declaration of the dengue alert in the country in 2019. The city government intensified 

its dengue preventive drives after observing that more than half of the barangays have 

recorded cases of mosquito-borne diseases. According to the City Heath Office, as of the 

end of July 2019, there has been a 29.77% increase in the dengue cases in the city as 

compared to 2018 with one dengue related death. Despite not yet being declared for an 

outbreak, government officials are alarmed with the increase in the deaths due to dengue 

fever [4]. 

The next sections of the paper presents previous works, the fuzzy C-means (FCM) 

algorithm used in this paper, the methodology and the results and discussion of the 

simulations. The conclusions and recommendations of the research are presented 

thereafter. 

2. Previous Work 

Dengue is a fast spreading vector-borne disease transmitted by Aedes female mosquitoes. 

Dengue fever thrives and spreads faster in sub-tropical and tropical regions such as the 

Philippines due to the mosquitoes’ dependence on the ecological conditions present in 

these areas that support their lifecycle. Survival of mosquitoes highly depend on water, 

temperature, precipitation, human habitation, vegetation cover. Moreover, dengue fever 

often occurs with rapid urbanization [5]. 

Data on number of disease cases collected over time and space is a spatiotemporal 

type of data wherein each sample in the data is composed of a spatial and the temporal 

component. In epidemiology, analysis of such data is useful in the exploration of the 

distribution of disease over a particular region over time. Various researches in diseases 

use spatial analysis  to study disease distribution by means of disease mapping or hotspot 

analysis [6, 7, 8], or disease modelling to forecast disease cases. However, most studies 

recommend that other factors be considered to further explain disease distribution, such 

as socioeconomic factors or environmental factors including cleanliness or terrain [9]. 

Izakian [10, 11] presented a fuzzy clustering method to group together subsequences 

of time series data within time windows to reveal patterns in historical data. The Fuzzy 

C-means is used to cluster spatiotemporal data based on the following objective function: 

 (1) 
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where is a fuzzy partition matrix containing the degree of 
membership of the  data point to an  cluster and  is the fuzzification 

coefficient.  The distance between the  cluster, and the  data point, ,  is 

computed by the Euclidean distance between these points [10]. 
 

                                        (2) 
 

In this equation, the first term and second term is the distance between the spatial 

components and the temporal components, respectively and  0 is a factor that 

controls the effect of the temporal component to the overall distance, d. In this paper, 

the spatial component of the data is the location of the barangay, the temporal 

component is the dengue cases over time and  0.1 is used in all experiments. Data is 

assigned to the cluster with the highest degree of membership. The FCM uses the same 

randomly generated partition matrix for partitioning n barangays into c clusters, 

regardless of the data granularity. Reconstruction error is used to evaluate the results. 

This error is the difference between the original data   and the reconstructed data,  

obtained from the FCM clustering result computed as [10]: 

 (3) 

3. Results and Discussion 

The fuzzy c-means clustering was implemented on time series data of dengue case 

records from 129 barangays of Baguio City obtained from the City Health Office. Results 

from initial implementations of the FCM using all barangays had low clustering 

performance which could have been affected by outliers in data, such as those barangays 

that have very low or zero dengue cases. It was used to cluster all 129 barangays (Case 

A), top 14 barangays having high dengue cases yearly (Case B) and top 19 barangays 

with high dengue incidence rates yearly (Case C) in order to extract relevant and 

information specific to a set of barangays. Dengue incidence rate is the number of dengue 

cases by the average population of a barangay. 

The FCM was performed on time series data of dengue cases aggregated yearly, 

monthly or weekly for each barangay for arbitrarily chosen number of clusters c = 3, 4, 
5 and 6. 

The reconstruction errors of the FCM on yearly data aggregated weekly for Case B 

and Case C are summarized in Table 1 where shaded cells correspond to the least 

reconstruction errors. Observe that the optimal number of clusters of barangays is 

different each year with very small differences. For simplicity, c=5 clusters is chosen for 

Case B while c=3 clusters is used for Case C. The reconstruction errors for Case A is not 

shown but the optimal number of clusters is c = 5 for all years. 

From these reconstruction results, the FCM was used to group the barangays in Case 

A, Case B and Case C using c=5, c=5 and c=3 clusters, respectively. Table 2 summarizes 

the reconstruction errors of the FCM in clustering the 9-year time series data of dengue 

cases aggregated weekly, monthly and weekly. Results show that using weekly 

aggregated data result to a lower reconstruction error although this is not the case for 

Case B. 
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Table 1. Reconstruction Errors of the FCM using weekly aggregated data 

 

Table 2. Reconstruction Errors using data aggregated yearly, monthly and weekly

 

Table 3. Hamming Distance between cluster assignments of barangays

 

 

Apart from the reconstruction error, a comparison of the cluster assignments of 

barangays obtained from the FCM using different data aggregations to tell more about 

the performance of the clustering approach. This was done by comparing the Hamming 

distances (D) between the cluster assignment of the barangays using different data 

aggregations. Results are summarized in Table 3, where the sequence of numbers 

enclosed in parentheses are the cluster number assignments of each barangay considered. 

Results show that the FCM results using yearly and monthly aggregated data generally 

partitions the barangays in the same clusters with very few differences. Furthermore, the 

FCM assigns Case B barangays to the same clusters when using different data 

aggregations but generally, a lower reconstruction error is obtained when using weekly 

aggregated data. 

The FCM was tested in clustering barangays in Case B and Case C for different 

number of clusters and lambda values. Lower reconstruction errors were obtained with 

input c = 6 clusters and λ= 0.04 for Case B and c = 3 and λ = 0.04 for Case C. 

The visualizations of the time series plots show similarities in the pattern of dengue 

cases. Figure 1 shows that barangays in Cluster 3 have relatively higher cases. Figure 2 

shows that high incidence barangays belong to Cluster 0 while those with relatively the 

lowest dengue incidence belong to Cluster 1. Both results however show that there are a 

few barangays that are outliers of a cluster. 

The barangays per cluster are mapped in Figure 3 to show the locations of these 

barangays within the city. Observe that barangays belonging to the same cluster  
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Figure 1. Cluster Assignments of Barangays with Top Dengue Cases 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Cluster Assignments of Barangays with Top Dengue Incidence Rates 

 

generally share the same boundaries. The FCM suggests that the barangays with top 

cases belonging to Cluster 3 are found in the western and southeastern part of the region. 

Barangays with top cases yearly relatively have high land area while those with high 

incidence areas are clustered closer to the city center with relatively smaller land areas. 

Moreover, top incidence barangays belonging to Cluster 1 are nearer to the central 

district while those in cluster 0 seem to be just around the center as shown in the map.  

4. Conclusions and Future Works  

This paper has shown the performance of an existing fuzzy c-means based approach in 

grouping together barangays that exhibit similar patterns of dengue cases. Results have 

shown that weekly aggregated data distinguishes similarities in time series data with 

lower reconstruction error. Further studies following the current findings may be to 

discover how cluster memberships of barangays change over the years or per quarter to 

observe significant disease pattern changes during a certain period. Necessary 

adjustments such as data transformation and proper scaling of the spatial and temporal 

components of the data is recommended. 
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Figure 3. Cluster Assignments of Barangays  
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Abstract. This paper analyzes the architecture of an application programming in-
terface (API) developed for a novel customer experience tool. The CX tool aims to
monitor the customer satisfaction, based on several experience attributes and met-
rics, such as the Net Promoter Score. The API aims to create an efficient and user-
friendly environment, which allow users to utilize all the available features of the
customer experience system, including the exploitation of state-of-the-art machine
learning algorithms, the analysis of the data and the graphical representation of the
results.

Keywords. Customer Experience, Net Promoter Score, Machine Learning

1. Introduction

Customer Experience (CX) has been recognized over the years as a key factor for the
commercial success of many sectors, including telecommunication operators, banks,
tourist enterprises, retail stores, etc. The cornerstones of a CX based strategy are the CX
metrics, such as the Net Promoter Score (NPS) which expresses the customer’s likelihood
to recommend the company’s product and/or services [1]. Based on an extended data
set from the telecommunication sector, several state-of-the-art Machine Learning (ML)
where employed in order to clarify the relation between the NPS and the most significant
CX attributes [2], [3]. The ML techniques, along with several graphical representation
features were incorporated in an integrated application dedicated to the analysis of the
NPS index.

2. The architecture of the customer experience API tool

The CX API tool has been developed in Python, using the Flask [4] and FastAPI [5]
frameworks. Figure 1 is a schematic representation of the CX system architecture. The
end-users are able to communicate with the API using widely used web service proto-
cols and standards. Specifically, a json-based [6] request/respond process was adopted,

1Corresponding Author; E-mail: gkopsiaf@survey.ntua.gr
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according to the following steps: 1) the end-user selects the CX features he wants to an-
alyze and the corresponding parameters through the user interface (UI) of the applica-
tion, 2) an input.json file is created in accordance with the user preferences, 3) the CX
tool performs the calculations and creates an output.json file, which contains the results
and the metadata of the analysis and 4) the results are displayed using the user-friendly
environment of the applications’ front-end.

The current version of the CX API mainly focuses on the telecommunication indus-
try, providing capabilities for detailed analytics for several crucial features of the sector,
such as product attributes, touchpoints, website, call center, etc. Figures 2 and 3 present
indicative screenshots of the application’s UI. During the following steps of its develop-
ment, the API will be further extended to the touristic sector, and specifically the anal-
ysis of the hotel customer satisfaction. It should be noted that the API conforms to the
design principles of the Representational State Transfer (REST) architectural style and,
therefore, it is flexible enough to adjust to a plethora of topics with minor alterations.

Figure 1. Schematic representation of the CX API tool architecture.

3. Machine Learning Module

One of the main objectives of the companies that use CX metrics to form and optimize
their commercial strategies is to maximize the NPS through the improvement of the most
crucial CX attributes. A major obstacle towards this goal is the lack of an accurate as-
sociation between the NPS and the CX attribute scores, which, in turns, could be partly
attributed to the lack of sufficient data. In order to tackle this deficiency, during an ex-
tended research stage, which preceded the development phase of the API, an effort was
made to associate the NPS and the CX attribute scores using stat-of-the-art Machine
Learning (ML) techniques and specifically the following [2]: 1) Artificial Neural Net-
works, 2) Convolutional Neural Networks, 3) Support Vector Machines, 3) Linear Re-
gression, 4) Random Forest, 5) Decision Trees, 6) Naive Bayes and 7) K-Nearest Neigh-
bors. All these techniques were calibrated using a relatively limited initial dataset, which
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Figure 2. Screenshot of the CX API, presenting the features which are available for analysis for the telecom-
munication sector.

Figure 3. Indicative screenshots of the CX UI, depicting the available options in the Operations Analysis
section of the API.

was based on true reviews from telecommunication companies. During the preparatory
phase of the API the aforementioned ML techniques were incorporated in a ML module,
which was integrated in the final version of the API. The ML module proved to be quite
important for the API, as it allowed the formulation of several Use Case Scenarios and
the full testing of the API’s functionalities. The novelty of the overall CX system could
be established on the utilization of advanced ML algorithms to tackle the major obstacles
in the evaluation of the CX metrics: 1) the lack of sufficient data and 2) the fact that the
CX metric scores depend not only on the CX attributes, but also on other unidentified
attributes, such as perception or emotional related attributes. As shown in previous stud-
ies [2] the use of the ML module significantly improved most of the examined statistical
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metrics. Further investigation will be performed in the following steps of the CX system
development to test the ability of the proposed methods to capture the relation between
the CX attributes and the NPS indicator.

4. Conclusions

This paper briefly describes a CX application, which has the form of an integrated sys-
tem, including a novel CX analysis tool, as well as a user-friendly UI. The application is
currently at the last stages of its development and a full functional version will be soon
available for both research and commercial purposes.
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Abstract. This paper introduces euPOLIS; an EU funded project, which emphasize
on the appropriate development of urban ecosystems in a way that enhance Public
Health (PH) and Well-Being (WB) without significant Life-Cycle costs. Such an
approach has has the potential to regenerate urban ecosystems addressing multiple
challenges, such as low environmental quality, fragmentation and low biodiversity
in public spaces, water-stressed resources, undervalued use of space in deprived
areas resulting in an improved urban livability. The proposed methodology is ex-
pected to improve people’s quality of life, providing them with pleasant socializing
open areas that stimulate social exchange while monitoring the impact of all those
interventions to PH and WB of citizens. The euPOLIS suggested solutions will be
demonstrated in 4 European cities: Belgrade, Lodz, Piraeus and Gladsaxe.

Keywords. Well-being, Public Health, Nature Based Solutions, Sustainability

1. Introduction

Urbanization, i.e. a population shift from rural to urban areas, dates back to 1800s. There
are many reasons motivating such movements, including better education, housing, ac-
cess to work, and less time and expense of commuting and transportation. Nevertheless,
the continuously increasing trend of urbanization resulted in harmful social phenomena
such as alienation, increased cost of living, and mass marginalization. A direct adverse
effect is the deterioration of peoples’ health, mental and physical.

On the one hand, Urbanization affects mental health through the influence of in-
creased stressors and factors such as overcrowded and polluted environment, high levels
of violence, and reduced social support [1]. On the other hand, urbanization is associ-
ated with increased risk of asthma due to the exposure to air pollutants such as nitrogen
dioxide (NO2), carbon monoxide (CO) [2]. Both cases require for actions/solutions that
are inspired and supported by nature, which are cost-effective, simultaneously provide
environmental, social and economic benefits and help build resilience [3].

Nature-based solutions (NBS) is exactly what is needed to tackle most of the prob-
lems raised by increasing urbanization trends. One example of NBS is by protecting
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and/or restoring forests and wetlands. This way, water supplies, protection from floods,
soil erosion and landslides can be secured and succeeded. Another example of NBS, is
the protection of coastal habitants which will result a mitigation of climate change.

The most important NBS is succeeded by bringing nature into cities by planting trees
in our gardens-balconies. The NBS will limit the danger of heatwaves and air pollution
while, simultaneously, will have positive contribution on our mental and physical health.
Generally, being close to greenery make us feel more ease and reduces our stress levels.
Plants and their leaves tend to absorb and reflect noise, which makes the environment
more comfortable to visitors, residents or workers. Moreover, trees and plants can also
be used as a decor for squares and most abandoned buildings by adding color, ambiance,
personality and life to a bland space.

2. Related Work

Protection of the environment, sustainable management of natural resources, water, bio-
diversity and ecosystems are research areas of great interest; Their interactions with so-
cial systems will play a significant role in sustaining the economy and human well-being.
The development of integrated approaches to address water-related challenges and the
transition to sustainable management and use of water resources and services is currently
addressed by multiple organizations and joint actions.

IN-HABIT project [4] proposes a systemic urban planning framework based on in-
novative gender and diversity approaches to improve Inclusive Health and Well-being.
This system has been applied in four peripheral small and medium size cities – Cordoba
(Spain), Riga (Latvia), Lucca (Italy) and Nitra (Slovakia). Project VARCITIES [5] aims
to implement innovated and visionary ideas by establishing sustainable models for in-
creasing Health and Well-being of citizens. The purpose of VARCITIES is to create an
operation model that will convert the cities of the future into human-centered cities. The
GO GREEN project [6] proposes urban design based on NBS with the goal of fostering a
positive human-nature relationship, flourishing nature connectedness and promoting citi-
zen engagement through digital, educational and behavioural innovation. The purpose of
GO GREEN is to position European cities as world ambassadors of urban sustainability.

Another project, similar to the above, is NICE [7]. The overall objective of NICE is
to enhance existing NBS to provide circular urban water solutions. NICE will propose
solutions which will produce reusable water for different purposes, in addition to mit-
igating pollution and runoff and composing an attractive and integral part of the urban
landscape. Another ongoing project proGIreg [8], which proposes NBS on three cities:
Dortmund (Germany), Turin (Italy), Zagreb (Hungary). The proposed NBS will be co-
designed, co-created and co-implemented with local communities and on the economic
level with market-ready business models. .

3. The euPOLIS Project

EuPOLIS’ approach supports the development of urban ecosystems in order to enhance
Public Health (PH) and Well-Being (WB) without adding significant Life-Cycle costs.
Such an approach has the potential to activate the hidden possibilities and services of
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existing Natural and Engineered urban systems. During the process of integration, their
joint environmental, social, cultural and economic effects will be defined, as a main
vehicle for investments in advanced ESS and regenerate urban ecosystems.

All the above can be achieved, while facing challenges such as low environmental
quality, fragmentation and low biodiversity in public spaces, water-stressed resources,
undervalued use of space in deprived areas and therefore urban livability is improved.
EuPOLIS will improve urban resilience via interventions designed using a set of proper
urban planning matrices with the stakeholders’ participation and with attention to every
gender, age and disability perspectives within the process.

Another objective is the creation of inclusive and accessible urban spaces by sys-
tematically implementing gender mainstreaming strategies and novel participatory tools
into all phases and processes of project development to ensure that the needs of diverse
groups are considered. Therefore, an improvement of people’s lifestyles is expected, pro-
viding them with pleasant socializing open areas that stimulate social exchange. Lastly,
the project includes the monitoring and assessment of the impact of all BG \NBS inter-
ventions mainly regarding PH and WB of citizens, but also other factors, such as environ-
mental and socioeconomical impacts, resilience-related (with emphasis on CC) results
and long-term policy changes, etc.

3.1. Strategic Objectives

There are seven Scientific and Technical Objectives (STOs) in this project. The first STO
refers to the systematic implementation of an NBS-based urban planning methodology,
which will be enriched with cultural, economic, and societal aspects, based on the Blue
Green Solutions (BGS). For instance, consider the creation of spatial and functional
conditions that will enhance not only the PH and WB of citizens, but also the urban
metabolism, the social cohesion and the resilience of cities to Climate Change (CC) and
natural disasters.

The second STO proposes an intervention-aimed livability model, rooted in commu-
nity needs and engaging community diverse potentials. This can be achieved through a
three-pronged approach: 1) ensuring the relevance of interventions to specific communi-
ties’ needs and preferences; 2) reflecting residents/users’ voice in the planning process;
3) consolidating the sustainability of project outcomes by fostering a sense of ownership
among citizens/users.

The third STO refers to the design and implementation of an online platform, to sup-
port and enhance participatory processes, through active socio-cultural hubs. This will
re-design public spaces, while promoting new governance and new financing models.
The fourth STO refers to the design and implement of customized spatial solutions for
each case study (Front Runner -FR- cities of Belgrade, Lodz, Piraeus and Gladsaxe) and
then monitor and assess their impact regarding PH and WB, as well as social and envi-
ronmental results. A mixed-method approach will be developed via traditional question-
naires, ethnographies and interviews with quantitative data collected through wearable
devices, behavioral games and mobile questionnaires. Climate hazards such as micro-
climate, biodiversity, pollution, Urban Heat Island (UHI) will be monitored via remote
sensing and sensor networks.

The fifth STO includes the replication and demonstration for corresponding advan-
tages of euPOLIS innovations via mentoring and coaching of the follower cities of the
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Figure 1. euPOLIS overall concept. 1. NBS-based MF pocket parks accessed by NBS locally conditioned
pathways and shared spaces (1.1-1.9), 2. Waterway with mini biotope nodes, aquatic biodiversity – fead from
groundwater aquifer or purified surface runoff, 3. NBS for surface runoff quality and pluvial flood management,
4. Groundwater abstraction for water, energy, greenery nexus, 5. MF NBS canopy for socializing, “recharg-
ing electronics”, or “green bus stop” etc., 6. MF Live vegetation shaded waterfront promenade, 7. Air pollu-
tion abatement shrubs, trees and vertical green curtains, 8. Metabolic hub with MF ecotechnology demonstra-
tion/promotion, roof garden and art/culutural performance, 9. MF floating island, river water purification, 10.
Coastal sea bottom marine aquatic biotope with euPOLIS-NBS, 11. MF euPOLIS Urban square/streetscape
and other NBS (biotopes, sensory garden, waterfall, biodiversity kitchen garden for socialising, recreation),
12. Space for NBS business activation and promotion Monitoring- ICT System: A. Wearable devices for moni-
toring PH WB, B. Visualisation equpment, C. Renewable energy sources, D. Citizens observatories, E. Sensor
network, F. Remote sensing, WS. Micro climate / wireless weather station.

project, i.e. Palermo, Limassol, Trebinje and Bogotá. The sixth STO includes the cre-
ation of long-term data platforms securing open, consistent data points about the impacts
of the deployed approaches, mainly regarding PH and WB, and ensure interoperability
with other relevant data infrastructures for effective public consultation, exchange and
sharing of practices/experiences.

The seventh STO focus on the identification of sound business models, replicable
to other markets and develop new resources activation techniques. This will support a
gradual transition to a leading market position for the euPOLIS paradigm. One of the
euPOLIS innovative planning tools is Business Activation Matrix. Communication and
dissemination of project results, to various audiences through targeted activities, cluster-
ing with related projects and initiatives, aiming to spread the euPOLIS concept, is the
last STO.
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4. Action Plan

The euPOLIS is strongly depended on the deployment of NBS. The process is based
on a two-fold approach. The first approach is the systematic activation of Ecosystem
Services (ESS) and the use of their Multifunctional (MF) components to interact with
the project’s urban elements. EuPOLIS will assess ESS and their services, for each site,
with the use of an analytical framework developed by the Working Group. Since ESS
Provisioning functions (provision of clean air, crops, food, raw materials, etc.) have been
dramatically degenerated, first action will be to identify present state of the Ecosystem
and then introduce specific regenerative measures as primary planning criteria, in order
to revitalize basic function - provisioning.

As for ESS Regulating functions such as microclimate, air quality, etc, euPOLIS will
introduce mapping of existing regulating potentials and enhance systematically its im-
pact with adequate urban components as greenery, water, etc. Lastly the Socio-Cultural
ESS such as interaction and recreation facilities for mental and physical health or slow
tourism, represent an area that is not included in the standard planning criteria and will
be crucial for all planned interventions. Supporting services (habitat supporting, mainte-
nance of genetic diversity, photosynthesis, nutrient cycling, etc.) will be treated as part
of the underlying structures, processes and functions of urban Ecosystem. EuPOLIS will
introduce a methodology for assessment and will use a matrix system to identify existing
and potential NBS to enhance important functions, as shown in fig. 2.

Figure 2. euPOLIS planning methodology

EuPOLIS social goal is to improve the relationship between citizens and the nearby
places. Measuring the feelings triggered over citizens by a place, can be used as an indi-
cator of Well Being, since many people tend to stay in a place that provides them safety
and feeling of rootedness. Different dimensions of sense of place play a different role in
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establishing positive relation with place and will be therefore included in our research ap-
proach. One of the biggest challenges will be the lack of participation from the citizens.
Synergies among euPOLIS’ solutions, driven by citizens’ initiatives, could generate a
vast panorama of excellent practices, crystallized into our proposed methodology.

In case that technological tools are not attractive enough, some traditional methods
will be implemented, such as public consultations and community workshops and in-
troducing community card game to enable decision making as well as drama and live
role-playing forms for releasing creativity and empathy among potential users. EuPOLIS
will, also, employ social- cultural platform to engage people and enhance their knowl-
edge, awareness and willingness for the visionary urban design. Connection with exter-
nal digital libraries will also be supported, for further growth of its virtual repository.
In addition, the project includes the development of a new, or support existing active,
socio-cultural hubs in of the four cities. These nodes will communicate euPOLIS mes-
sages, carry the project’s results and secure ownership and long-term commitment of lo-
cal and creative communities, citizens including sensitive groups and general public to
the euPOLIS participative process.

Data will be obtained through sensor networks and remote sensing. During days the
most relevant weather conditions, ad-hoc Intense Observation Periods (IOP’s) will be
applied while permanent monitoring with continuous data acquisition, processing and
storage will be performed all the other days. Monitoring data will be used for knowledge
generation, model calibration, NBS evaluation, interactive modelling result visualisation
and web-based dissemination/communication. Next, from the knowledge coming from
employed platforms, euPOLIS expect to use a people-centred observation web to allow
citizens to become the ‘eyes’ of the city authorities. The goal is to complement the mon-
itoring of the carried-out interventions (e.g., satellite and remote sensing that are less
cost-efficient and less dynamic) by using users’ smartphones and tablets. Citizens, city
authorities, policy makers, psychologists, sociologists and communication experts will
be engaged during the adaptation of the euPOLIS toolbox to ensure it is practical and
user-friendly, while respecting all relevant privacy issues.

Figure 3. euPOLIS data gathering

Last but not least, data collection, as shown in fig 3, will involve a group of volun-
tary participants. Firstly, euPOLIS will provide them with feel wristband, which will be
used for monitoring of wearer’s bio-signals and the monitoring and assessment of the
emotional status and stress/anxiety levels. Specific biological indicators will be sought
for, and will be integrated with the urban planning methodology, while the different al-

C. Zafeiropoulos et al. / An Introduction to the euPOLIS Project202



gorithmic components will be calibrated and validated for the use cases.The impact and
value of the NBS interventions on people’s stress/anxiety levels will be assessed both in
the long run, by quantifying the pre- and post-implementation anxiety/stress levels of the
citizens as well as in near-real time. Activity monitoring, video communication, analysis
using effective computing services and integration of Serious Games will support provi-
sioning, regulation and sociocultural ESS. Through the euPOLIS mobile apps, citizens
will be informed about the effectiveness and the impact of NBS on Public Health and
Well Being.

4.1. Design and implementations in the four cities

This section includes various insights regarding the upcoming actions on the four front-
runner cities. This section will also focus on all health/environmental/social issues and
the demonstration activities, of each city.

4.1.1. City of Belgrade

The city of Belgrade has (approximately) 200 km of riverfront length and population
1,374,000 people. Only the 25% of the population have access to water, greenery, and
public spaces. EuPOLIS’ interventions will be applied on ”Linear park” and “Ušće”,
which is the biggest urban park and is located in new Belgrade. Currently, the lack of
necessary infrastructures result in air/water/soil pollution, noise, and lowers PH and WB.
Unemployment and an aggressive behaviour, related to stress, are also reported.

Eupolis will address the lack of proper NBS, which jeopardize PH. Also, in “Linear
Park”, project plans involve the creation of a visual and functional path between city main
body and river. That way the ecological corridors will be connected with neighbouring
greenery spots, including nodes related to NBS-based environmental education and local
business activation. In Ušće park, an integrated constructed wetland will be proposed,
with several bio filters of different types for storm water treatment. The project will also
recommend NB connections with Sava river and multifunctional floating island with
practical demonstration of natural river water purification, also used by visitors to be
entertained and experience additional views on Belgrade panorama and learn of new
technologies.

4.1.2. City of Lodz

The city of Lodz, with 696,708 inhabitants, includes a historical city center, inhabited
by 152,292 people. In Lodz there are many buildings in poor technical condition, and a
few green and attractive public spaces. Lodz is considered as low environmental quality
city due to high air pollution in the urbanized center. In addition to low air quality, it
also lacks a systemic approach to water management to mitigate pluvial floods, result-
ing in risk for raw sewerage overflows. There are no NBS to address drought and heat
wave problems. Therefore, multiple MF-NBS interventions will be considered. Those
NBS will include two multifunctional parks with green spaces, an air pollution abate-
ment/mitigating greenery through shrubs and vertical green curtains and environmentally
friendly corridors to create quality access to the historical city center.
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4.1.3. City of Piraeus

The city of Piraeus, in which you largest port in Greece is located, is one of the most
densely populated cities in Europe. EuPOLIS will intervene in three mutually interlinked
neighboring sites at the main harbor area (Mikrolimano). These sites are Seaside Prome-
nade Mikrolimano area, the riverine inland area in Akti Dilaveri,and the Ralio Complex
Pilot School (RCPS). Different characteristics such as visibility, stage of development
and need for interventions, apply for each site.

Piraeus, also, lacks open green spaces, parks and there is not enough shading for
protection against solar radiation and other UHI effects. Moreover, the city has old high-
density buildings and narrow streets with limited pedestrian free space and high levels
of air pollution. In addition, the riverine inland area in Akti Dilaveri is connected to the
promenade, which is underdeveloped with polluted water. The social profile of Piraeus
has been affected from high unemployment rate, increased economically non-active pop-
ulation lack of SME business opportunities and substantial “people friendly” welfare
structures.

During this project, the restoration of the coastal pedestrian promenade of Mikroli-
mano will include implement of acceptable Mediterranean types of pollution mitigating
vegetation in open green spaces for the improvement of micro climate and reduction of
air pollution. The project will also propose NBS public places conducive to small busi-
ness for new job creation opportunities. Eupolis will also make two more interventions.
First intervention refers to the extension of the coastal promenade to the riverine area
closer to the Sailing Boat Marina and Athletic Area in the Akti Dilaveri which will be
used as a demo site for training of local planners with full support of euPOLIS team.
Live vegetation covered multifunctional-NBS canopies encompassing info-points will
be established in the area that “merges” the running Promenade with Akti Dilaveri. This
will include places, where people can be protected from direct solar exposure, socialize,
sit, wait, relax, recharge batteries (electronic), socializing, enjoy the freshness of scent
gardens, etc. Second intervention refers to coastal blue green sea bottom marine aquatic
biotope with euPOLIS -NBS. This way city-ports have succeeded to make many for-
mer heavily polluted/ex harbor underwater areas attractive, clean and eco-friendly. The
site in Piraeus will be the first international case, where the synergy between terrestrial
and aquatic meet and interact. As for the area of RCPS, a Pocket Park in the wide side-
walk will be introduced and also an educational-eco center for promotion of NBS will
be established.

4.1.4. Municipality of Gladsaxe

Last city is the Municipality of Gladsaxe, which is located in the north western suburb
of Copenhagen. Previous analyses showed that the Gladsaxe Municipality represents a
city district with a negative social development. Our attention is focused on the housing
development Pilenparken which hosts a total of 1700 inhabitants.Main issues of the se-
lected site are the poor environmental quality, the high groundwater level which exposes
the local citizens to health risk during heavy rainfall, the backflow from the sewage sys-
tem that occurs with high risk of infection caused by raw sewerage flooding. Generally,
euPOLIS will propose NBS at this site that will rely on creative development of new
solutions for urban revitalization based on facilitation of intensified evaporation to reuse
locally harvested rainwater which in parallel support the other NBS. This will secure the
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unfolding of the recreational potential of the site and reduce the load on the sewer system
thus prevent its harmful effects on public health during heavy rainfall events. In partic-
ular, NBS include natural cleaning of storm water to be used for other purposes. More-
over, euPOLIS will support the creation of evaporation playing field (underground water
storage moistening grass and evaporating storm water), green sponge hill (a rolling land-
scape of artificially grown media to act as a water buffer magazine), an evaporation reac-
tor, a water filtration unit, and pavement irrigation (sprinkling irrigation of paved areas
during hot weather for speeding evaporation process, surface cooling and kids playing
grounds).

These NBS will access pathways to make stronger unity in the community by mak-
ing better connectivity between the facilities of the area. As for environmental awareness,
water square playground (grove and water mist, art and culture interface, scent gardens)
will create a framework for play and mediation for people in all ages, to create awareness
of water and environment through play.

5. Measuring the Impact

There are 10 Key Performance Indicators (KPI) which will measure the impact of the
proposed solution. First KPI is the psychological and physiological responses, psycho-
emotional states. There will be optimization of relevant psychophysiological parameters
among users of re-designed public space, including the reduction of stress, depression
and anxiety levels. Second KPI includes health indicators related to physical activities
such as walking, running, cycling, skateboarding, or activities related to an intervention
such as running in the new park, strolling along the new pedestrian street. Third KPI
includes health indicators related to improvements of local conditions. Forth KPI refers
to the enhancement of social cohesion and cultural particularity through ensuring sense
of security and inclusion for all (focusing on gender and age equality) allowing for the
strengthening of exploratory and socializing/culture behaviors among users. Fifth KPI
defines the sense of place and place attachment among users. There will be data from
studies showing an increased positive emotional attachment to the neighborhood as well
as re-designed public space. Sixth KPI will measure the density and strength of local
community ties. Seventh KPI will include the number of planned natural systems. In par-
ticular, the improvements of local conditions will be quantified by implemented NBS.
Eighth KPI will measure the improvement of habitat, biodiversity, resilience, EcoSys-
tems (ES) in case studies. Ninth KPI will present a list of implemented business mod-
els. Last KPI will present the deployed communication activities. This includes all cities
involved through technology adoption, and people involved in participatory processes.

6. Conclusion

This work provided a short introduction to euPOLIS; an EU funded project, which em-
phasizes on the appropriate development of urban ecosystems in a way that enhance PH
and WB, without imposing significant Life-Cycle costs. Such an approach has has the
potential to regenerate urban ecosystems addressing multiple challenges, such as low en-
vironmental quality, fragmentation and low biodiversity in public spaces, water-stressed
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resources, undervalued use of space in deprived areas and therefore urban livability is
improved. The proposed methodology is expected to improve people’s quality of life,
providing them with pleasant socializing open areas that stimulate social exchange while
monitoring the impact of all those interventions to PH and WB of citizens. The euPOLIS
suggested solutions will be demonstrated in 4 European cities: Belgrade, Lodz, Piraeus
and Gladsaxe.
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Abstract.

In this work we investigate the short-term variations in air quality emissions,
attributed to the prevention measures, applied in different cities, to mitigate the
COVID-19 spread. In particular, we emphasize on the concentration effects regard-
ing specific pollutant gases, such as carbon monoxide (CO), ozone (O3), nitrogen
dioxide (NO2) and sulphur dioxide (SO2). The assessment of the impact of lock-
down on air quality focused on four European Cities (Athens, Gladsaxe, Lodz and
Rome). Available data on pollutant factors were obtained using global satellite ob-
servations. The level of the employed prevention measures is employed using the
Oxford COVID-19 Government Response Tracker. The second part of the analysis
employed a variety of machine learning tools, utilized for estimating the concentra-
tion of each pollutant, two days ahead. The results showed that a weak to moderate
correlation exists between the corresponding measures and the pollutant factors and
that it is possible to create models which can predict the behaviour of the pollutant
gases under daily human activities.

Keywords. environmental quality, air pollution, air quality levels, neural networks,
COVID-19, machine learning, dynamic time warping

1. Introduction

By the end of January 2020, authorities, worldwide, introduced a series of measures, in
order to reduce the transmissibility of the COVID-19 virus epidemic [2]. These mea-
sures include international travel controls (e.g. travel prohibition between countries), re-
strictions in internal movements (e.g. restrictions in transportation between municipali-
ties), public event cancellations (e.g. closure of live concerts), restriction gatherings (e.g.
limiting the amount of people over an area), closure of public transportation, closure of
schools, stay home requirements (e.g. move outside the house only for work, emergency,
etc) and closure of workplaces (e.g. closure of industries / commercial sector) [3].

The response measures appeared to have an impact on the Air Quality Levels (AQL)
in cities. Indicative examples involve countries such as China [4], India [5], Brazil [6]
and Spain [7]. However, there are no clear indication regarding the correlation between
each major pollutant factor, i.e. Carbon Monoxide (CO), Ozone (O3), Nitrogen Dioxide
(NO2) and Sulphur Dioxide (SO2), and the applied measures. The general trends indi-
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cate that applied measures improved the AQL. There are various environmental models,
based on simulations [8,9], indicating the causality between specific actions and AQL.
Nevertheless, the models have not been sufficiently tested in real life. Thus, the lock-
down, worldwide, created a unique opportunity for researching the significance of traffic
reduction in AQL changes.

In this work we will investigate the correlation between the applied lockdown mea-
sures and the four major pollutant factors (CO, O3, NO2 and SO2) for a total of four Eu-
ropean Cities - Athens (Greece), Gladsaxe (Denmark), Lodz (Poland) and Rome (Italy)
- during COVID-19 period. In particular, we focus on the identification of each measure
and what scale affects each of the pollutant factors. This will be achieved by a variety
of statistical correlation methods, where we will test the relation between each measure,
at a time, and the density of each pollutant factor, for a yearly period divided by two
days average values. The pollutant factor densities will be calculated using the Sentinel-5
TROPOMI satellite images of a two day period, clipped in a squared area of radius 0.25o

around the center of each city.
Also, a variety of machine learning methods will be trained using the most correlated

COVID-19 measures and the densities of each one of the most dangerous pollutant gases
(CO, O3, NO2, SO2). A different model will be created, for each of the pollutant factors.
In total, four models per machine learning methods will be trained. As input we will use
a two days period COVID-19 measures and each pollutant’s mean density. The output
will be each pollutant’s mean density, two days ahead.

2. Related Work

The multiple and synchronized applied measures (lockdown) for the minimization of
COVID-19 transmissibility, provided the opportunity for an in depth research of the im-
pact of industrial activities closure and traffic volume reduction, in cities, and AQL.
During and after the lockdown, in China, researches proposed a reductive trend in CO,
O3, NO2, SO2, PM10 and PM2.5 densities [10,11,12]. Indicative example, consists the
Hubei region, in which during the lockdown period in January and February, 2020, the
Angstrom Exponent (AE) and the Aerosol Optical Depth (AOD) increased and decreased
respectively by 29.4% and 39.2% (only in Wuhan they increased and decreased by 45.3%
and 31.0%) [13].

Another, significance example, includes India, in which has been observed reduc-
tion, during and after the lockdown, in critical pollutant factors [14,15,16]. A compar-
ison in air pollution changes between India and China, before and after the lockdown,
described in the work of [17]. Real-time measured densities of PM2.5 and NO2 are used
for a total of 12 megacities in India and China (6 megacities from each country). An Air
Quality Index (AQI) is calculated, for each density, before, during and after the lock-
down, which resulted to a reduction of 45.25%(AQIPM2.5 ) and 64.65%(AQINO2 ) in China
and 37.42%(AQIPM2.5 ) and 65.80%(AQINO2 ) in India after the lockdown.

Other related works, include, the [18], in which the densities of CO, O3, NO2 and
SO2 were predicted one week ahead, while, also, an AQI was calculated, which esti-
mated that in countries, such as India, where the lockdown measures were stricter, the air
quality improved, while on the other hand in countries like Australia where the lockdown
measures, weren’t so strict the air quality followed an incremented trend. In Madrid and
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Barcelona (Spain) [19] the concentration of NO2 reduced 62% and 50%, respectively,
after a 75% in traffic volume. In Baghdad (Iraq) [20] the daily densities of NO2, O3,
PM2.5 and PM10 used before and during the lockdown, in addition to the AQI for the
same time period.

3. Proposed methodology

In this work we focus on two research topics: a) how each of the specific prevention
measures is related on each of the pollutant factor levels, and b) to what extent we could
estimate (forecast) the trend of each pollutant level, when using as input the current level,
plus the prevention measures. On the one hand, the estimation of the correlation between
COVID-19 measures and pollutant factors can be evaluated using various case-specific
techniques [22]. On the other hand, the estimation of pollutant factors’ levels few days
ahead, entails to traditional regression problem [21].

Let us denote as x = [x1, ...,xn], a set of predictive factors, involving prevention mea-
sures magnitude and current pollution levels, and y as the investigated pollutant factor.
We will try to estimate a predictive function f (x) −→ ŷ, where ŷ stands for the specific
pollutant factor’s level, two days ahead. Practically, we would like to have values as close
as possible to actual ones, i.e. ŷ � y [23].

The input data, is a combination of: a) the densities of the most harmful pollutant
gases (CO, O3, NO2 and SO2), day-by-day period, and b) the magnitude of the applied
prevention measure ranging from 0 (no measure applied) to 1 (the strictest form of the
measure). Experiments rung in a total of 4 European Cities (Athens, Gladsaxe, Lodz,
Rome). The adopted COVID-19 mitigation strategies, considered as predictive factors,
are explained in the following lines.

Restrictions of Internal Movement (RE IN MOV) refers to the transportation be-
tween municipalities. International Travel Controls (IN TR CON) include any mea-
sure which restricts/prohibits the transportation between countries. Cancellation of Pub-

lic Events (CA PUB EV) involves the cancellation of all public events, locally (e.g. foot-
ball matches, concerts) or worldwide (e.g. Olympic Games in Japan, Euro-vision). Re-

striction in Gatherings (RE GAT) is a general description for all measures that restricts
more than a number of people be together, in the same place. Close Public Transporta-

tion (C PUB TRAN) includes the measures taken about the closure of public transporta-
tion (e.g. busses, metro). School Closures (C SCHOOL) describe any measure involv-
ing the education system (e.g. school closure, distance learning, etc). Stay at Home Re-

quirement(STAY HOME R) is considered the most intense measure, since it penalized
any movement outside home, without a specified reason (e.g. visit to the doctor, phar-
macy, provide assistance to relative, etc). Workplace Closures (C WORKPLACE) refer
to both the industrial activity and the commercial sector.

The COVID-19 dataset has been downloaded from Our World in Data (https:
//ourworldindata.org/policy-responses-covid) [3], which been updated daily.
The densities of the four pollutant factors have been downloaded from the Sentinel-
5/TROPOMI dataset of Google Earth Engine [24], in a day-by-day period, with 50m
spatial analysis.
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3.1. Investigating patterns similarity

As a first step, two statistical methods have been used. The core idea was to identify
whether there is high correlation between the investigated pollutant factor and any of the
applied prevention measures.These statistical measures are known as a) Pearson correla-
tion and b) Dynamic Time Wrapping (DTW).

Pearson correlation estimates how related two signals are, using the best fit line
approach. This method calculates three values, which refers to correlation (r), coefficient
of determination (R2) and hypothesis (p). The r can be any value between -1 and 1 (the
sign shows the direction) and absolute value can be translated as:

• 0.00-0.09 = No Correlation
• 0.10-0.39 = Weak Correlation
• 0.40-0.69 = Moderate Correlation
• 0.70-0.89 = Strong Correlation
• 0.90-1.00 = Very Strong Correlation

The R2 can be any value between [0, 1] and can be multiplied by 100.0 to express the
percent of affection between correlated objects. The p can be any value between range [0,
1] representing the probability that this data would have arisen if the null hypothesis were
true (Null hypothesis: There is no correlation between A and B in the overall population
r = 0, Alternative hypothesis: There is a correlation between A and B in the overall
population r �= 0). [25,26]

DTW is a technique used for calculating the alignment between two given (time-
dependent) signals, under certain restrictions. The sequences are warped in a non-linear
fashion to match each other. DTW, originally, has been used for the comparison of dif-
ferent speech patterns in automatic speech recognition. [27]

3.2. Machine Learning Tools for Extracting Environmental Impact

Various machine approaches have been evaluated. These approaches range from tradi-
tional shallow learning techniques like k-nearest neighbors to more complex approaches
as deep neural networks. The outcomes indicate that, for the problem at hand, and due to
the low feature space dimensional, traditional approaches are sufficient for robust pollu-
tant factors level estimations.

Deep Neural Network (DNN): A DNN method is a feed forward network that con-
sists of multiple hidden layers. For the purpose of this research we used for input a set of
predictive values x = [x1, ...,xn], and as output y = [y1,y2]. The architecture, also, con-
sists of three hidden layers (L1, L2, L3), with sizes 20, 10 and 20 accordingly. As acti-
vation function between the hidden layers, the SELU (Scaled Exponential Linear Units)
has been chosen, and for the output layer the sigmoid.

Long Short-Term Memory (LSTM) networks are a type of recurrent neural net-
work (RNN) capable of learning order dependence in sequence prediction problems. The
two technical problems, of RNN, overcome by LSTMs are vanishing gradients and ex-
ploding gradients, both related to how the network is trained. Hyperparameter optimiza-
tion is feasible through Bayesian optimization schemes. [36]

Decision Tree Regressor (DTR): DTR method’s core idea lies in sub-dividing the
space into smaller regions and then fit simple models to them. Practically, every internal
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node tests an attribute and according to which cell the path, on the branches, ends, an
average value over the available observations is calculated [29]. The main parameter a
DTR need for running appropriately is the maximum depth of the tree. In our case we
used a maximumDepth = 5.

Random Forest Regression(RFR) RFR is an alternative of the DTR (in case of
regression can be called regression tree - RTR - as well) methodology. In this case the
concept of the DTR(RTR) can be extended using the power of contemporary computers
to generate hundreds of DTRs(RTRs), simultaneously, known as random forests. The
final prediction can be estimated by the smallest MSE calculated from the average of
the various DTRs(RTRs)[33,34]. RFR takes as parameters the maximum depth and a
random state. We used maximumDepth = 5 and randomState = 2.

K-Nearest Neighbor (K-NN): K-NN is a non parametric supervised machine learn-
ing method, which makes no assumptions for the underlying data distribution. In this
method, for every instance, the distances (usually Euclidean) between a xi feature and all
features of the training set, are calculated. Then the k-nearest neighbors are selected and
the xi feature is classified with the most frequent class among the k-nearest neighbors
[30].

Linear Regression (LReg) can be expressed as the statistical method applied to a
dataset to quantify and define the relation between the considered features. LReg can be
used for forecasting. We have, also, consider other types of linear models, fitted by mini-
mizing a regularized empirical loss with Stochastic Gradient Descent (Multi O/P GBR

- MGBR), or by fitting a regressor on the original dataset and then fits additional copies
of the regressor on the same dataset but where the weights of instances are adjusted ac-
cording to the error of the current prediction. As such, subsequent regressors focus more
on difficult cases (Multi O/P AdaB - MAdaB) [32]. In both training methods (MGBR
and MAdab) we used estimators = 5.

Lasso is a modification of linear regression, where the model is penalized for the
sum of absolute values of the weights. Thus, the absolute values of weight will be (in
general) reduced, and many will tend to be zeros. Lasso algorithm can be explained fur-
ther by the LARS algorithm [31]. Ridge regression is another method for modeling the
connection between a depended scalar variable with one or more explanatory variables.
It can be seen as a step further to Lasso. Ridge regression penalizes the model for the
sum of squared value of the weights. Thus, the weights not only tend to have smaller
absolute values, but also really tend to penalize the extremes of the weights, resulting in
a group of weights that are more evenly distributed [35].

4. Experimental Setup

4.1. Dataset description

The dataset is composed by 4 European Cities (Athens, Gladsaxe, Lodz, Rome). For each
city has been calculated the measures per day-by-day period from the 1st of January,
2020, as the first day and 31st of December, 2020, as the last. This methodology splits
the year into 183 periods (leap year) of two days. For each period has been calculated
the mean values of the COVID-19 measures described in Section 3. The raw COVID-19
measures dataset can take integer values between 0 (no measures) to 4 (strict restriction).
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These values have been normalized in range [0-no measure, 1-strict measure], over a
day-by-day period calculation (average).

The pollutant concentrations of the most harmful gases (CO, O3, NO2 and SO2) has
been downloaded from Sentinel-5P/TROPOMI satellite from Google Earth Engine API
[24]. To be more specific only the density band, which represent the density of pollutant
per pixel in mol/m2 unit has been downloaded. As clipped geometry has been chosen a
square of 0.50deg with center coordinates the longitude and latitude of the city center,
with a pixel size of 50m×50m. The final pixel density has been calculated as the mean
density per period. Furthermore for the linear regression to run the image needed to be
transformed as a scalar value. The transformation achieved by calculated the mean and
standard deviation per city for each of the four pollutants.

Finally, the two datasets combined and for each country the train/test input compro-
mised from the 8 COVID-19 measures and one pollutant, out of four in total, (mean and
standard deviation for the current week), while the train/test output compromised from
the mean and standard deviation for the next week. In the end, experiments were based
on a dataset of size 10 feature values × 182 periods × 4 cities. The same dataset has
been, also, used to run the correlation tests.

4.2. Experimental results

Figure 1 indicates the coefficient of determination (CoD). The first observation is that
all measures have CoD < 20%(0.20), which indicates weak to moderate correlation for
most cases. In particular, internal travel restrictions had a moderate correlation to NO2
levels. Yet, the same restrictions appear to have no correlation to CO levels. Restrictions
of Internal Movement seems to have no correlation with any of the pollutant factors’
levels.

Figure 1. Coefficient of Determination (R2) from Pearson Correlation

Figure 2 presents the alignment distance between the investigated pollutant factor
and the applied measure. A small distance suggest that the behavioural patterns are more
related. As such, closing the public transportation or imposing restrictions in movements
signal patterns are closer to the ones of the pollutant factors. In this case the alignment
distance was at least two times lesser compared to the one of international travel controls.
The same is observed for the restriction in gatherings.
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Figure 2. Alignment Distance from Dynamic Time Warping

Taking into account the previous analysis, we decided to use all measures for the
training/testing the machine/deep learning techniques. From Figure 3 we can safely
assume that RFR performs slightly better than the other techniques for both Carbon
Monoxide(CO) and Ozone(O3). Especially the DNN has the worst results for predict-
ing the Ozone. In case of Nitrogen Dioxide and Sulphur Dioxide prediction (Figure 4),
the best results observed in MAdaB technique. In this point we need to specify that the
errors maybe seems low, however the difference with the input values (pollutant gases
concentration) is in a 10% scale (e.g. if the original value was 0.000030 the output value
could be 0.000028, in case of NO2).

Figure 3. Root Mean Square Error (RMSE) for each machine and deep learning techniques for CO and O3.

5. Conclusions

In this work we indicated that a weak correlation between the COVID-19 and the be-
haviour of the four most dangerous pollutant gases exists. To prove this correlation we
performed a series of tests using Pearson and Dynamic Time Warping techniques for
each of the 4 European Cities, using the each day-by-day period COVID-19 measure
values and each pollutant gas density. Figures 1 and 2, which depict the coefficient of
determination and the alignment distance, respectively, show that there is no measure
with strong correlation, thus we used all the measures for the machine and deed learning
models.
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Figure 4. Root Mean Square Error (RMSE) for each machine and deep learning techniques for NO2 and SO2.

The machine learning outputs were sufficient enough for future predictions of the
densities for each pollutant gas in a two days period. However, using bigger dataset the
results can be further improved. Models like these, can be used, in the near future, for
the estimation of the benefits from the replacement of petrol and oil vehicles, with other
environmental friendly vehicles.
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Abstract. Recently, smart technologies as well as the digitization has entered 

dynamically into our lives. Cities become mega-cities because of the over 

population, human health conditions are gradually degraded. The existence of 

disabled people and the lack of their socialization the diversity of stakeholders as 

human beings and the difficulty of integrating them into society are few of some 

problems that Smart City and Smart Technology come to give manageable solutions. 

Solutions that could find into suggesting researches and intelligence analytics. It is 

important to refer to this relationship of intelligent capabilities and human resources. 

This study presents an overview of digital technology especially for people with 

disabilities. It highlights the contribution of technology to simple everyday habits of 

disabled and the ability to access the immediate environment. In conclusion, this 

article is based on the individual requirements, human rights, and preferences of 

people with disabilities and gives an intriguing perspective to a subject that will be 

in the limelight and provide effective solutions in the next years driven by 

technological developments. 

Keywords. Smart Technology, Smart Cities, Accessibility, Disabled 

1. Introduction 

Nowadays human activities are entering a computerization phase. New tools have 

emerged, such as e-commerce sites, mobile systems and social media platforms 

facilitating the communication and development of our standards of living. 

This study aims to explore the prospects of: Section 1) Smart Technology and what 

it consists of. Section 2) The definition of the disability the Disabled people, and their 

involvement with technology through everyday home devices. Section 3) Disabled 

people -Technology and Smart Applications. Section 4) Conclusion and Future 

The characteristic of the 21st century society is the rapidly development of 

technologies information and communication. The technological revolution has an 

impact to everyday living conditions to our jobs even to our personal behavior. The social 

and economic changes are based to the rapid increase of the smart technology. For people 

with disabilities and especially people who needs assistance of another person all the 

time, technology effects their independence, privacy and autonomy. Providing an 

accessible life in their familiar surroundings through technology, their autonomy is 

increasing, their security is enhancing, and isolation is preventing by staying socially 

connected.  

The study investigates the aspects of Smart Applications in relation to persons with 

disabilities, such as cognitive impairments or kinetic disabilities. Using modern digital 
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technological tools, the author provides an overview of a sensitive subject that can be 

escalated to an established obligation, as well as a glimpse into the future of Smart Cities, 

which will become a domain of an all-inclusive society regardless of the diversity of 

people's disabilities. 

2. About Smart Technology 

What is smart technology? Is it the transfer of big data through internet? The connectivity 

with the Internet? The interconnection between machines and people through sensors 

and the ability that objects have acquired guide our lives? The existence of smartphones 

which give the opportunity of sharing personal and professional data? The artificial 

intelligence? or a combination of all these [1]?  

Smart technology includes smart computers / devices with hardware, software and 

network technologies to be able to provide real-time real-world perception to help people 

make smarter decisions and provide new business solutions procedures and performance 

[2]. Artificial Intelligence (Al) is a machine’s ability to imitate human cognitive abilities 

like problem solving and learning [3].  

It also involves language, speech and strategic thinking, using basis of algorithmic 

machine learnings to build systems and find applications close to human factors creating 

intelligent machines and substituting human activities and functions. The application 

fields of Al have an enormous impact to important fields of science [4].  

Through Internet we have the ability to connect the virtual with the real world. It is 

the magic tool that connect people with other people, with their work, with companies 

with public services and keeps all this together [5]. According the concept Internet of 

Things (IoT) all the objects or devices could be connected with others and identify them 

based on smart technology [6]. This connection becomes successfully realized through 

the assimilation of devices sensors and actuators. The intelligent systems through these 

get information and achieve reactions to real world [7]. The Smart devices are products 

and can easily programmed through an interface, a network connectivity, an application 

and give the characteristics of smart homes and environments [8]. The evolution of 

technology, the interconnection, synchronization and coordinated use of different 

technologies, can help to create an environment that is considered intelligent [9].  

3. Disabled people – Definitions 

According Pirkl J., (1994) disability, restriction or lack (resulting impairment) or ability 

to perform an activity in the manner or within the range considered normal for a human 

being. Three factors determine the presence of a disability. Each is a potential barrier 

limiting a person’s freedom and independence: the objective, the ongoing condition 

results of medical, or injury conditions and the third the discrimination of our 

environment [10].  

Disabled people are a minority in our population. The term disabled includes all the 

variety of population, people who are at a disadvantage due to an accident due to certain 

conditions such as pregnancy or even the elderly who become helpless in their old routine, 

to walk to climb a ladder to be flexible in their social life. While the percentage of mobile 

disabled people is much higher than what is officially shaken by the world health 
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organization. About 15% of the global population, i.e. about 650 million people, have 

disabilities [11], [12].  

For consistency reasons, we define disability according to the International 

Classification of Functioning, Disability and Health (ICF) of the World Health 

Organization, attributing to disability as a complex concept with multiple dimensions 

[13].  

It is “the umbrella term for impairments, activity limitations and participation 

restrictions, referring to the negative aspects of the interaction between an individual 

(with a health condition) and that individual’s contextual factors (environmental and 

personal factors)” [14].  

The term handicap refers to the inability of a person to access a set of barriers, 

coming from the structured environment and limit his ability to be active in social areas 

such as information, communication, education, e.tc. With the term (handicap) therefore 

emphasizes the inadequacies of the environment in which the individual lives and that 

prevent him from participating equally in the life of society [15]. According to the WHO, 

the cause is the damage (impairment) that has been caused, which can be physical, mental 

or otherwise, the result is disability in relation to the ability-normal in action and 

performance. Τhere may be disability (physical, mental), to create disability always in 

relation to what is socially acceptable, but what leads to disability is the design of object 

function spaces in a way that gives the definition and percentage of social disability. A 

more careful approach, the WHO concluded that disability is the result of the relationship 

between an individual's abilities and the requirements of the environment. If the 

performance of the individual in the seven basic categories: (sight, hearing, 

communication, mental functions, movement, dexterity and stretching / reaching), fall 

short of his abilities, then the structured environment renders the individual helpless and 

prevents him from integrate equally into society. With this perception we lead to social 

disability created by social and environmental factors, various conditions, or mechanisms, 

deficiencies or imperfections of the environment [16]. A disability exists only when the 

degree and type of impairment cause difficulties in a certain environment with particular 

activity or capacity demands, such as in the work environment [17].  

4. Disabled -Technology and Smart Applications 

We try to improve the quality of life of All and especially people with cognitive kinetic 

or visual disabilities through technology [18]. To succeed in that we have to ensure 

proper living conditions providing their autonomy security and supporting their socially 

connection. As everybody personal social life is diverted in outside and insight of its 

house [19]. The wheelchair is one of the most commonly used assistive devices for 

improving personal mobility, which is not a tool is their legs is the condition for living 

in dignity. For people with kinetic problems wheelchair is the connection between the 

insight of their house and outside of it [20]. It is a shame for our society for the 

governments for people who work in research and support human rights to know that in 

our time 10% of disabled require a wheelchair. In 2003, it was estimated that more than 

20 million of those requiring a wheelchair for mobility did not have one. Several systems 

with the support of technology, of smart applications, present that successful integration 

in many sectors of their daily life [21]. From the perspective of the Information 

Technology (IT) professional, the process of designing and developing for an inclusive 

information society requires awareness and to-the-point guidance with respect to these 
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design-for-all tools [22]. For people with mild cognitive disabilities ensuring their daily 

pharmaceutical dosage or the ability to follow a daily schedule is very important for their 

personal independence. According (J. Haupert et al.2011) is provided the technical 

infrastructure such as the universal control hub or the digital product memory. Our 

longterm vision is to promote an accessible intelligent environment based on open 

standards and architectures and innovative solutions where everyone can continue to play 

a role in society [23]. In order the disabled people to be accepted in our society it is more 

important to be adapted in the word with the help of smart technology. They must be 

integrated in smart technology [24].  

Αlthough the access is usually addressed to people with sensory disabilities such as 

visual or listening impairment, or kinetic disabilities, there are also projects financial 

supported from the European Union that improve the lives of people with Intellectual or 

Development Disabilities (IDD). The Information Communication Technology (ICT) 

tools as mobile apps can improve their daily duties helping them to interact with the 

information society [25]. People with severe cerebral palsy and brain injury are often 

quadriplegic and computer and assistive technology is a great help for them [26]. Smart 

environments and interfaces systems help children with physical or learning disabilities, 

long-term care facilities for people with advanced neurological diseases, hospitals, and 

private homes [27]. There are devices which are important for everyday safety for people 

with motion impairments as reported by Javagopi et al (2009). Some examples of what 

we know and encounter in their daily lives are: A binary switch, a pull string, a 

mechanical touch, such as a hit plate, a tremble stick. It can also be an electrical switch, 

such as a voice-activated switch if the person can control making a sound, a tongue-

movement detector, or a motion-sensitive photocell or infrared switch. These switches 

allow users with some motor control to operate wheelchairs or activate selection 

commands in assistive software [28].  

One of the characteristics of the world-wide-web world is how has qualified the 

ordinary people to live in that digital revolution in a new way of live providing 

innovations to education entertainment and shopping [29]. Ordinary people utilize 

appliances with sensors and actuators during their daily life [30]. By coordinating the 

actions of networked devices or services, it is possible for the environment to behave in 

a holistic and reactive manner to satisfy the occupants needs; creating an intelligent 

environment [31].  

Disrupting the used home appliances into sets supported by network accessible 

services it is possible to disrupt the appliance of our everyday life or to create new one 

combining network services and finally to create a new one called virtual appliance [32]. 

This principle can be extended to decompose and re-compose software applications 

allowing users to create their own bespoke applications [31]. Collectively, such user 

created entities are referred to as Meta – appliances or – applications, more generally 

abbreviated to Maps [33]. Deconstruction and user customized MAps raise exciting 

possibilities for occupants of future intelligent environments, and sets significant 

research challenges [34].  

5. Conclusion and Future 

It is necessary to believe that a Smart City has to be anthropocentric and to require from 

its citizens to participate to the design prosses, to realize the vision, to participate to take 

an active part in the realization of all plans. It is important to understand the severe 
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problems of our planet the importance of the unique human being and to use technology 

in a proper way friendly to the environment and the people.  

Smart Cities need to be designed to allow the inclusion of all kinds of citizens. Motor 

disabled people like wheelchair users, blind people who may have problems to interact 

with the city. Internet of Things (IoT), technologies provide the tools to include all 

citizens in the Smart City context. Using Augmented Reality and Internet of Things we 

can improve accessibility of people with motor disabilities in the context of Smart Cities. 

To improve processes using technology we connect people with physical objects, 

information systems and among themselves. We improve the relation between the 

citizens and their context. We promote independence, equal opportunities and human 

rights. 
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Abstract. Different methods have been proposed for designing the personalization 
process in a recommendation system. In the past, multi-criteria decision making 

theories have been proposed for the design of stereotypes in a recommendation 
system for environmental awareness. The main objective of this paper is on 

presenting the main differences when applying the fuzzy AHP and AHP for 

designing the weights of criteria in a recommendation system that its 
personalization process is based on multi-criteria decision making theories. 

Keywords. Multi-Criteria Decision Making, Personalisation, Recommendation 

Systems, Stereotypes 

1. Introduction 

The research discipline of recommender systems arose to address the problem of 

information or choice over-abundance, i.e., to help users find information or items that 

are most likely to be interesting to them or to be relevant to their needs [1]. 

Recommendation systems have been expanded for use in mobile phones since these 

devices have been widely spread. Especially, Smartphone crowdsourcing enables real-

time data gathering and gives devices access to a wealth of information about each 

device’s user. As a result, recommendation systems for mobile phones have been 

developed. The main advantage of those systems is that they can make use of the large 

number of modalities for interaction between them and their environment [2]. Implicit 

information coming from Smartphone crowdsourcing can be combined with location 

and time specific data can further utilize software adaptation [8].  

Using all these information, we developed a mobile recommendation system for 

providing personalized information about Centuries-Old Olive Groves. The system is 

called OldGrove and is aimed to be used in the Ionian Islands. In order to provide 

personalized interaction, OldGrove employs user modeling techniques. More 

specifically, the system uses multi-criteria decision making techniques (MCDM) in 

combination with individual user modeling and stereotypes for providing personalized 

interaction. Stereotypes are used for providing the weights of the criteria and individual 

user modeling the values of the criteria. This paper aims at presenting the design of 

stereotypes using Analytic Hierarchy Process (AHP) [10].  The main objective of this 

research is to present a comparative analysis AHP and Fuzzy AHP (FAHP) [3] for 

designing stereotypes in a recommendation system. Comparison of AHP and FAHP 

has been implemented before but in completely different context [3, 6, 7]. 
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2. Designing the Personalisation in a Recommendation system 

Personalised interaction may be provided when the system maintains user models. A 

user model is a collection of information on the knowledge, interests and other 

characteristics of each user. Stereotypes [9] are used in user modeling in order to 

provide default assumptions about individual users belonging to the same category 

according to a generic classification of users that has previously taken place. This 

method has the advantage of providing personalized recommendations from the first 

interaction of the user with the system. 

In this approach, the system uses a combination of stereotypes and individual user 

modeling. For the personalization of the recommendations, personalization uses multi-

criteria decision making techniques for combining the data about the user that are 

stored in the user model. Taking into account the methods of personalization as well 

the multi-criteria decision making techniques used, the system uses stereotypes that 

provides the weights of the criteria and individual user model that provides the values 

of the criteria.The individual user model and the activated stereotype are loaded during 

the first phase of the recommendation mechanism, which is called cold start 

mechanism. Figure 1 presents all the steps the system implements for providing 

personalized recommendations.  

 

Figure 1. The mechanism of personalized recommendation of OldGrove 

In the cold start mechanism, all possible recommendations are generated. If the 

system tracks a Smartphone, then the module ‘Data Cleaning and Pre-Processing’ runs. 

Otherwise, the system evaluates all recommendation that have been generated using the 

MCDM model. The ‘Data Cleaning and Pre-Processing’ module aims at reducing the 

possible recommendations before these are evaluated by the application of the MCDM 

model. The ‘Data Cleaning and Pre-Processing’ module uses criteria such as Distance, 

Accessibility, Weather and Time. 

The MCDM model uses other four criteria for evaluating recommendations: 

� Knowledge: Compatibility with the user’s knowledge is also considered 

very important while evaluating the different pieces of information. 

� Interests: Compatibility with user’s interests is considered important in 

order to select the most interesting pieces of information for each user 

� Skills: Compatibility with user’s skills is considered important so that the 

users could comprehend the information provided to them.  

� Learning Needs: Compatibility with the learning needs of a user could 

also be use for evaluating different pieces of information. 
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These criteria are not considered as equally important by the system. The values of 

the weights of importance are acquired by the stereotype that has been activated during 

the cold start mechanism. 

3. Stereotype Design: Fuzzy AHP vs AHP 

In the early stages of the software’s life cycle in order to find out the possible 

categories of users, we conducted an expert-based study [4], which revealed that the 

stereotypes that could be used for categorizing the possible users of the system are: 

Foresters, Agriculturalists, Historians, Farmers, Tourists, Residents.  

AHP is a very well known MCDM theory. Its main advantage is that it presents a 

formal way of quantifying the qualitative criteria. A main reason for selecting AHP 

over other MCDM theories is that it presents a well defined way for calculating the 

weights of the criteria while most of MCDM theories have only defined the way 

criteria and weights are combined to rank alternatives but consider the weights of the 

criteria as already known.  

Table 1. The weights of the criteria in the different stereotypes using AHP 

 Knowledge Interests Skills Learning Needs 
Foresters 0.566 0.153 0.233 0.049 

Agriculturalists 0.541 0.091 0.227 0.141 

Historians 0.574 0.235 0.235 0.055 

Farmers 0.473 0.081 0.302 0.144 

Tourists 0.363 0.387 0.196 0.054 

Residents 0.418 0.143 0.346 0.093 

Table 2. The weights of the criteria in the different stereotypes using FAHP 

 Knowledge Interests Skills Learning Needs 
Foresters 0.556 0.166 0.229 0.049 
Agriculturalists 0.542 0.118 0.212 0.128 
Historians 0.569 0.153 0.224 0.054 
Farmers 0.417 0.136 0.308 0.139 
Tourists 0.355 0.421 0.175 0.049 
Residents 0.374 0.147 0.334 0.146 

We have used AHP to execute three steps: (1) structuring the hierarchy of criteria; 

(2) assessing the expert evaluations by pair-wise comparison of the criteria; and (3) 

using the eigenvector method to yield weights for the four criteria. Through AHP, the 

importance of several criteria is obtained from a paired comparison process, in which 

the relevance of attributes or categories of drivers of intangible assets are matched two-

by-two in a hierarchical structure [3]. The application of AHP revealed the weights of 

criteria for each stereotype of users (Table 1). 

Except for AHP, fuzzy AHP has also been extensively used. Fuzzy AHP is based 

on the fuzzy interval arithmetic with triangular fuzzy numbers and confidence index α 

with an interval mean approach has been applied to weight evaluative element [3]. The 

main difference of AHP with FAHP is that the latter uses linguistic terms that are 

associated with triangular fuzzy numbers. A detailed application of FAHP for the 

estimation of weights for the different categories of users are presented in detail in [4] 

and are presented in summary in Table 2. 

One can easily observe that the two models provide similar results but not identical. 

Very similar were the results for foresters, whereas main differences are presented in 

all the other stereotypes. In the Agriculturalists, Historians, Farmers, and Tourists the 
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main difference is observed in the weights of the criterion Interests. For example, 

Interests are considered to be more important for agriculturalists when weights are 

calculated with AHP than when are calculated with FAHP. As far as the stereotype 

Residents is concerned differences are observed in the weights of criteria Knowledge 

and Learning Needs. Testing 5 scenarios where the values of the criteria were known, 

revealed that the differences were minor and did not affect the results of the 

recommendation system. 

4. Conclusions 

In this paper we have described the design of stereotypes in a recommendation system 

for environmental information. For the design of the stereotypes, we have used in turn 

AHP and FAHP. The main focus of the paper is on presenting the differences that 

occur when applying both models. Small differences occurred in the weights of the 

criteria but the testing of the both sets by using 5 specific scenarios revealed that the 

differences were not important. FAHP proved to be easier for expert users to 

implement. Similarly to [5], it is also demonstrated the advantage of being able to 

capture the vagueness of human thinking and to aid in solving the research problem 

through a structured manner and a simple process. It is among our future plans to 

implement the system with both sets of weights for each stereotype and test its 

effectiveness with real users. 
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Abstract. Amusement can help modulate psychological disorders and cognitive 
functions. Unfortunately, algorithms classifying emotions still combine multiple 

positive emotions into a unique emotion, namely joy, making it hard to use 

amusement in a real-life setting. Here we train a Long-Short-Term-Memory 
(LSTM) on electroencephalography (EEG) to predict amusement on a categorical 

scale. Participants (n=10) watched and rated 120 videos with various funniness 
levels while their brain activity was recorded with an Emotiv Headset. Participant’s 

ratings were divided into four bins of amusement (low, medium, high & very high) 

based on the participant’s ranking’s percentile. Nested cross-validation was used to 
validate the models. We first left out one video from each participant for the final 

model’s validation and a leave-one-group-out technique was used to test the model 

on an unseen participant during the training phase. The nested cross-validation was 
tested on sixteen different videos. We created an LSTM model with five hidden 

layers, vatch size of 256 and an input layer of 14 x 128 (number of electrodes x 1 

sec of recording) and four nodes representing the different levels of amusement. The 
best model obtained during the training phase was tested on the unseen video. While 

the level of accuracy between the validation videos varies slightly (mean=57.3%, 

std=13.7%), our best model obtained an accuracy of 82,4%. This high accuracy 
supports the use of brain activity to predict amusement. Moreover, the validation 

process we design conveys that models using this technique are transferable across 

participants and videos. 

Keywords. amusement, LSTM, EEG, emotiv, emotions, humour 

1. Introduction 

1.1. Context & Motivation 

Humour is a social behaviour that allows people to break the ice, relax the atmosphere, 

or gently pass a criticism [1]. It is a complex cognitive process that can result in an 

emotional state of amusement and can trigger laughter [2]. Research in positive 

psychology induces amusement to modulate psychological disorders, such as 

schizophrenia and depression [3-5]. This positive emotion can also benefit cognitive 

functions such as memory [5,6]. In addition to having different research uses, amusement 

differs from joy in terms of facial expressions, physiological signals, and feelings [7,8]. 

Nevertheless, predicting emotions still widely combines these positive emotions together 

[9]. Only a handful of studies can predict different positive emotions [8,10]. Thus, a 

better understanding and prediction of amusement would benefit research using 

amusement as a regulator, as well as new technologies. 
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The development of new models to predict emotions in artificial intelligence is on 

the rise. Those algorithms are trained to predict emotions based on facial expressions, 

electroencephalography (EEG) or physiological signals, such as electrocardiography 

(ECG). Algorithms using facials expressions to predict emotions can be complicated 

when used in real-world applications and experiments. First, using a filming process 

requires specific settings where the participant always faces a camera, making it notably 

difficult for moving subjects and situations where faces are hidden (e.g., virtual reality 

headset, wearing a mask, etc.). So far, algorithms based on artificial intelligence, like 

Emotient, are better than humans at classifying basic emotions when they are typical, 

exaggerated and static. However, the accuracy drastically drops when used on 

spontaneous, dynamic and mixed emotions [11-13]. While there is more work to be done 

in this area, using brain activity and physiology might be a better choice to train 

algorithms to predict emotion since it does not require the participant to be static in front 

of the camera and physiological signals cannot be intentionally controlled. With the use 

of new technologies like Emotiv (https://www.emotiv.com/), where the headset is 

affordable, requires minimum setup and connects via Bluetooth, new setup experiments 

and real-life applications are conceivable.   

Researchers use different estimators and features to train algorithms to detect 

emotion based on EEG signals. If we look at the machine learning side, studies use 

estimators such as support vector machines (SVM), Naive Bayes (NB) and K-nearest 

neighbours (KNN) to classify emotions [8,10,12]. When looking at deep learning, there 

is no consensus on which algorithm is best for emotion classification [13]. In their study, 

Alhagry [14] reaches an accuracy score over 85% with a Long-Short Term Memory 

algorithm (LSTM) to predict the intensity of arousal and valence of the emotion base on 

EEG. LSTM is a recurrent neural network (RNN) architecture used in the field of deep 

learning. This algorithm is promising since it can learn from complex data and predict 

both on a continuous and categorical scale. Feeding raw EEG data allows us to create 

algorithms that do not require transformed data, which takes time to compute. 

Furthermore, LSTM can take more information into account than classical machine 

learning techniques, meaning that even some artifacts or movements detected by the EEG 

headset could help define the amusement intensity. Therefore, we propose to train an 

LSTM algorithm to predict amusement intensity with EEG data acquired with the Emotiv 

headset. This study brings new insights into the prediction of emotion intensity and 

amusement.   

1.2. Objective 

This paper’s objective is to develop a deep-learning model that can predict the 

amusement’s intensity of the participant based on its brain activity. We trained an LSTM 

to predict the categorical score of amusement (low, medium, high, very high) based on 

one second of brain activity from 14 electrodes. When developing our model, we took 

special care to ensure that our model was transferable to new participants and new visual 

content.   
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2. Methods 

2.1. Participants 

Ten participants (7 women, 3 men) were recruited for this experiment. They were 

approached on social media and were offered monetary compensation in exchange for 

their participation. Recruited participants were between the age of 18 and 30 and had 

similar education, standard or corrected-to-normal vision and no neurological or 

psychological disorders. One participant had to be excluded since he never completed 

the active task (i.e. pressing the space bar) during the experiment.    

2.2. Material 

One hundred twenty video clips were used as humorous stimuli. These video clips were 

selected in two steps. First, undergrad volunteers selected short portions of humorous 

and neutral videos from movies, short clips and video compilations. A total of 50 neutral 

videos and 100 humorous videos were selected. The videos were cropped to have a length 

between 8 to 12 seconds (mean of 10 seconds). Furthermore, black outlines and the sound, 

when they were present, were removed from the clip. Second, a preliminary study was 

conducted in order to validate the selected stimuli. Forty participants watched and rated 

every video on the following scales: arousal, valence and funniness. Those ratings were 

used to confirm that there is enough variability in the selected videos. We performed a 

K-Means clustering with three clusters on arousal, pleasantness and funniness. For the 

three clusters of funniness, corresponding to neutral, funny and very funny, we selected 

the best 40 videos of each as stimuli for this study. 

2.3. Procedure 

Participants arrived at the Functional Neuroimaging Unit and were inquired to read, 

understand, and sign the consent form. Participants were seated comfortably in a Faraday 

Cage. There was a screen, a mouse, and a keyboard in front of them to perform the 

experiment.  The task used in this study was created with Psychopy 3 [15] and consisted 

of four blocks with 30 trials each. Each bloc was designed with a pseudo-randomized 

order and included ten neutral videos, ten funny videos and ten very funny videos. We 

made sure that there were at most three videos of the same type in a row. A single trial 

consists of a fixation cross (2-3 seconds), followed by a video (8-12 seconds), another 

fixation cross (3 seconds) and a single question ("how funny was this video"). The 

question was on a scale of 1 (not funny) to 100 (very funny) and was answered with the 

mouse. An active task was used while watching the video to keep the participant engaged 

in the task. The participant was asked to press the spacebar on the keyboard when he 

thinks the video was funny.   

The first part of the experiment consisted of a practice block where the participant 

got familiar with the trial design in the experimenter's presence. The participant was free 

to ask any question about the trial and the experimenter made sure that the task was 

understood. The practice block was followed by an emotional questionnaire where the 

participant evaluated the presence of 20 emotions on a Likert scale of 1-7. Then, a resting 

state (6 minutes) was measured. During the resting state, the participant was asked to 

look at the cross in the screen's center and stay neutral. The participant was then ready 

to start the four blocks of the experiment. Once the participant was ready, he could press 
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the keyboard’s space button to start the block. The experimenter went inside the room 

between each block and ensured the participant was still in good shape to proceed with 

the task. It was recommended to take a couple of minutes to relax between each block. 

After all the blocks were completed, the participant was presented with another resting 

state and the same emotional questionnaire.   

2.4. EEG recording 

The Emotiv Epoc headset was used to collect electrical activity during the task. EEGs 

were recorded from 14 electrodes (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, 

F8, and AF4) with two reference nodes located behind the ears. The generated data are 

in μVolt with a sampling frequency of 128 samples per second. Electrodes were 

moisturized with a saline solution to maintain electrode impedance under the software's 

required level. Impedance was checked during the initial installation, followed by a 

rechecked before the start of each block.  

2.5. Data Preparation 

2.5.1. Participant Evaluation of Amusement 

Only humorous videos were used to develop the model. Since the rating interval differs 

between the participants, we scaled the rating between 0 and 1 for each participant. The 

participant's lowest value was converted to 1, his highest value to 100 and every value in 

between was scaled proportionately. We computed the user's amusement rating level by 

dividing the rating scale into three intervals: [0..0.25[ for low amusement, [0.25..0.50[ for 

medium amusement, [0.50..0.75[ for high amusement and [0.75..1[ for very high 

amusement.     

2.5.2. Time of Interest 

Funniness appears mostly at the videos' end [16], leading us to choose the video's end as 

the time of interest for humorous videos (Figure 1). More precisely, if the participant 

pressed the spacebar to indicate that it is indeed a funny clip, we only used EEG data 

between the button press and the end of the video and assigned the user's reported 

amusement rating. On the other hand, if no button was pressed, particularly for less funny 

videos, we assumed that the reported funniness was stable across the video and used EEG 

data associated with the full video's length.     

 

Figure 1. Task performed by the participants. 
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2.5.3. EEG Data Cleaning 

EEG data collected via Emotiv were cleaned via the python's MNE library. Emotiv has 

a sampling frequency of 128hz per second. The first cleaning part is done automatically 

by the Emotiv Software, where it uses a 5th-order digital Sinc to filter between 0.2 Hz 

and 45 Hz. Plus, it uses a Notch filter at 60Hz since it is the frequency band for North 

America's electricity. It also removes most of the eye's blinks and heartbeat from the 

signal. Additionally, we complemented the cleaning from Emotiv Software with an 

additional process done with python's library MNE. To validate that all eyes and cardiac 

artifacts were well removed, we decomposed the EEG signal using an Independent 

Component Analysis (ICA). ICAs that were strongly correlated with either eye blinks or 

heartbeat were removed from the signal. Finally, we manually observed the signal of 

each participant and annotated then noisy parts of the signal. Epochs with those annotated 

parts were not used in further analysis.  

2.5.4. Data Selection 

Our model will attempt to predict the user’s amusement rating from a 1 second EEG data 

from all electrodes. We used a data matrix of shape 128x14 which holds 1 second of 

recording for each of the 14 electrodes (Figure 1). This second of recording was 

associated with the rating of the participant for this specific video. For the length of the 

trial's time of interest, we move the data matrix 1/6 second in time and assign the 

participant's rating to the data matrix.   

2.6. Model Training and validation 

Deep-Learning models learn data representations within their hidden layer at multiple 

levels of abstraction [17]. We have constructed an LSTM model with 5 hidden layers 

(four layers of 14* 128 neurons and the fifth layer of 128 neurons), with a batch size of 

256 and an input layer of 14*128 (see Figure 2). The Network output layer has four nodes 

representing the amusement level. 

 

 
Figure 2. Neural network summary 

 

To make sure our model can generalize on new content, we extracted the data of one 

video from all participants as our final test of the generated model. To ensure our 

validation accuracy is unbiased by the chosen video, we repeated our model training with 

16 different videos and discussed the results below.  Furthermore, to ensure the model is 
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usable on an unseen participant, we used a leave-one-group-out (LOGO) technique 

during the training and testing phase (Figure 3). More precisely, we trained the algorithm 

on all 8 participants and tested it on the last one not previously seen by the algorithm. 

We repeat this procedure so that each participant is used as the test set once. The mean 

accuracy of all algorithms can describe the algorithms' performance. 

 

 

 
Figure 3. Leave-One-Group-Out cross-validation method 

 

Initially, we set the number of training epochs to 100 by cross-validation. We have 

used early stopping techniques to prevent model overfitting (Figure 4). We set model 

monitoring on validation loss metric during training. Early stopping was used to evaluate 

different learning rate values for the model. The weights of the best model were recorded 

with minimum validation loss. 

 

earlyStopping = EarlyStopping(monitor='val_loss', patience=10, 
verbose=0, mode='min') 

 
mcp_save = ModelCheckpoint('SavedModels/mdl_clf_wts.hdf5', 

save_best_only=True, monitor='val_loss', mode='min') 
 
reduce_lr_loss = ReduceLROnPlateau(monitor='val_loss', factor=0.1, 

patience=7, verbose=1, epsilon=1e-4, mode='min') 

Figure 4. Early stopping code snapshot 

3. Results and Discussion 

3.1. Base Model 

3.1.1. Generalization of the model 

The validation accuracy of the base model, when tested on an unseen video can be 

found in Table 1 under validation accuracy. Taken together, our models predict an 
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unseen video with an average of 64.2% (std=14.7%) with a maximum accuracy of 88.9% 

(model #1) and a minimum of 32.9% (model #6). Since there is high variability in the 

validation accuracy, we cannot conclude that this specific algorithm can yet be 

transferable to other content. On the other hand, when the algorithm is tested on an 

unseen participant during the training phase, accuracy is more stable. The column Mean 

Accuracy Training (STD) of Table 1 shows the model's mean accuracy when tested on 

each of the unseen participants (n=9). We obtain a mean accuracy of 74.9% (std=3.8%) 

with an accuracy as high as 87.5% (model #1) and as low as 71.5% (model #9). This 

high accuracy and low standard deviation show that our model can predict the 

amusement level based on a participant's brain activity that it has never seen before.  

While looking at each model’s confusion matrix, we saw that the fourth class, 

namely very-high amusement, is well represented in none of the models (see example in 

Figure 5), which may cause the high variability observed in the validation accuracy. 

Furthermore, the good results obtained might be due to overfitting on those unbalanced 

categories.  

 

Figure 5. Example of a confusion matrix during validation phase where very high 

amusement is unwell represented 

 

3.2. Model with Class Weight 

3.2.1. Weight Classes 

To overcome the fact that our classes are unbalanced, we assign each class a weight 

during the training phase. We used an automatic function that looks at the distribution of 

labels and produces weights to equally penalize under or over-represented classes in the 

training set. While each training model had different weights, the weight was very similar 

between models. A mean weight of 1.339 (std=0.014) was assign to low amusement, 

(std=0.009) to medium amusement, 0.591 (std=0.004) to high amusement and 6.284 

(std=0.298) to very high amusement.  
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3.2.2. Generalization of the model 

Out of the 16 models we trained, 10 of them saw their validation accuracy drop after 

the model was adjusted with weights (Table 1 under Validation Accuracy Gain/Loss). 

This confirms that our base model was overfitting on most of the models. We obtained a 

mean validation accuracy of 57.3% (std=13.7%). Like our base model, this high 

variability across the accuracy confirms that our model is not yet able to transfer perfectly 

to unseen videos. Our best model obtains an accuracy of 82.4% and our lowest is at 

31.1%.  

Training and testing accuracy with the adjusted weights also dropped for all models. 

During the training and testing phase. We obtained a mean accuracy of 63.1% (std=3.0%) 

where our best model has an accuracy of 72.6% (std=13.3%) and our worst model has 

an accuracy of 59.6% (std=15.5%). The mean accuracy is still above the theoretical 

chance level for four classes (chance=25%) and constant across our model. This low 

accuracy variability supports that our LSTM model can transfer across unseen 

participant’s brain activity. 

 

Table 1. Model Generalization results 
 Base Model Models with Weight 

Validation 
Video 

Validation  
Accuracy 

Mean Accuracy 
Training 

Validation 
Accuracy 

Validation 
Accuracy 
Gain/Loss 

Mean Accuracy 
Training  

1 0.3602 0.7336 (0.143) 0.3115 -0.0487 0.634 (0.152) 
2 0.5584 0.7489 (0.140) 0.5121 -0.0463 0.611 (0.157) 
3 0.5339 0.7912 (0.135) 0.4899 -0.0440 0.602 (0.154) 
4 0.5588 0.7420 (0.133) 0.6110 0.0522 0.616 (0.154) 
5 0.7443 0.7264 (0.133) 0.6018 -0.1425 0.726 (0.133) 
6 0.3289 0.7328 (0.139) 0.3537 0.0248 0.629 (0.159) 
7 0.5169 0.7466 (0.132) 0.5560 0.0391 0.622 (0.149) 
8 0.5086 0.7229 (0.126) 0.5328 0.0242 0.620 (0.152) 
9 0.4874 0.7155 (0.136) 0.3923 -0.0951 0.596 (0.155) 

10 0.6858 0.7286 (0.131) 0.6344 -0.0514 0.643 (0.137) 
11 0.7596 0.7372 (0.135) 0.6795 -0.0801 0.606 (0.155) 
12 0.7401 0.7339 (0.134) 0.6450 -0.0951 0.645 (0.150) 
13 0.8015 0.7290 (0.133) 0.8241 0.0226 0.632 (0.140) 
14 0.6978 0.7577 (0.137) 0.7326 0.0348 0.634 (0.144) 
15 0.7840 0.7714 (0.149) 0.6228 -0.1612 0.616 (0.153) 
16 0.6786 0.7251 (0.134) 0.6687 -0.0099 0.667 (0.161) 

3.2.3. Best model 

Across our models, only one seems to both transfer across unseen videos and unseen 

participants. Our best model (model #13) can accurately predict the amusement level 

(low, medium, high, high amusement) of an unseen video based on the participant's brain 

activity with 82.41% accuracy. This high accuracy suggests that brain activity collected 

with a commercial headset can be used to predict amusement. 

While our model reaches a high accuracy level, we can see from the confusion 

matrix (Figure 6) that our model still has difficulty distinguishing between high and very 

high amusement. Our model can accurately predict the low and medium levels of 

amusement, but high and very high amusement are still inadequately predicted. It is 
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possible that the model cannot classify between high and very high because the brain 

activity is more alike in those two categories than in low and medium amusement. 

Inspired by Liu [8], we believe that this problem could be resolved by first creating 

a model that classifies the data between three types of funniness: low, medium and high 

(where high is a combination of high and very high amusement). This would be followed 

by a second model trained to classify especially between high and very high amusement, 

thus increasing our model prediction.  

 

 

 
Figure 6. Confusion matrix of best weighted model during validation phase 

4. Conclusion 

In this study, we aimed to develop an algorithm that predicts amusement based on 

EEG data from a commercial headset. The objective of this paper was to develop a model 

that can predict amusement with high accuracy while ensuring that it is transferable 

across both new participants and new contents. Using an LSTM algorithm, we were able 

to obtain a model that can predict amusement with an accuracy of 82.4%. This high 

accuracy confirms that brain activity can accurately predict amusement experienced by 

the subject. While our model had, on average, a low variability when testing on unseen 

participants, models tested on unseen videos were more variable. This lets us believe that 

we can still improve our model.  Classification of amusement in four-level (low, medium, 

high and very high) is our first step into creating a deep learning model that can predict 

amusement. In this study, we support both the use of EEG data and LSTM to predict 

amusement. 

In our futures research, we want to improve our classification model by first creating 

a model that classifies the data between three types of funniness: low, medium, and high 

(where high is a combination of high and very high amusement). A second model would 

then be trained to classify between high and very high amusement. Furthermore, using 

the same nested-cross-validation, we will train an LSTM algorithm to predict a value 

between 0 (not funny) and 1 (very funny) on a continuous scale. 

G. Toupin et al. / Prediction of Amusement Intensity Based on Brain Activity 237



5. Acknowledgments 

We acknowledge NSERC-CRD (National Science and Engineering Research 

Council Cooperative Research Development), Prompt, and BMU (Beam Me Up) for 

funding this work. 

References 

[1] Martin, R.A. (2007). The Social Psychology of Humor. In The Psychology of Humor, (Elsevier), pp. 113–

152. 

[2] Vrticka, P., Black, J. M., & Reiss, A. L. (2013). The neural basis of humour processing. Nature Reviews 
Neuroscience, 14(12), 860.  

[3] Gelkopf, M., Kreitler, S., & Sigal, M. (1993). Laughter in a psychiatric ward. Somatic, emotional, social 

and clinical influences on schizophrenic patients. Journal of Nervous and Mental Disease, 181(5), 283–
289.  

[4] Hirosaki, M., Ohira, T., Kajiura, M., Kiyama, M., Kitamura, A., Sato, S., & Iso, H. (2013). Effects of a 

laughter and exercise program on physiological and psychological health among community dwelling 

elderly in Japan: Randomized controlled trial. Geriatrics & gerontology international, 13(1), 152-160.  

[5] Zhao, J., Yin, H., Wang, X., Zhang, G., Jia, Y., Shang, B., ... & Chen, L. (2020). Effect of humour 

intervention programme on depression, anxiety, subjective well being, cognitive function and sleep 

quality in Chinese nursing home residents. Journal of Advanced Nursing, 76(10), 2709-2718.  

[6] Savage, B. M., Lujan, H. L., Thipparthi, R. R., & DiCarlo, S. E. (2017). Humor, laughter, learning, and 
health! A brief review. Advances in Physiology Education.  

[7] Herring, D. R., Burleson, M. H., Roberts, N. A., & Devine, M. J. (2011). Coherent with laughter: Subjective 

experience, behavior, and physiological responses during amusement and joy. International Journal of 
Psychophysiology, 79(2), 211-218.  

[8] Liu, Y. J., Yu, M., Zhao, G., Song, J., Ge, Y., & Shi, Y. (2017). Real-time movie-induced discrete emotion 

recognition from EEG signals. IEEE Transactions on Affective Computing, 9(4), 550-562.  
[9] Kim, J. H., Kim, B. G., Roy, P. P., & Jeong, D. M. (2019). Efficient facial expression recognition algorithm 

based on hierarchical deep neural network structure. IEEE Access, 7, 41273-41285.  
[10] Aydın, S. (2019). Deep Learning Classification of Neuro-Emotional Phase Domain Complexity Levels 

Induced by Affective Video Film Clips. IEEE Journal of Biomedical and Health Informatics, 24(6), 1695-

1702.  
[11] Stöckli, S.; Schulte-Mecklenbeck, M.; Borer, S. & Samson, A.C. (2018) Facial expression analysis with 

AFFDEX and FACET: A validation study. Behavior Research Methods, 50 (4), 1446-1460.  

[12] Duan, R. N., Zhu, J. Y., & Lu, B. L. (2013, November). Differential entropy feature for EEG-based 
emotion classification. In 2013 6th International IEEE/EMBS Conference on Neural Engineering (NER) 

(pp. 81-84). IEEE.  

[13] Craik, A., He, Y., & Contreras-Vidal, J. L. (2019). Deep learning for electroencephalogram (EEG) 
classification tasks: a review. Journal of neural engineering, 16(3), 031001.  

[14] Alhagry, S., Fahmy, A. A., & El-Khoribi, R. A. (2017). Emotion recognition based on EEG using LSTM 

recurrent neural network. Emotion, 8(10), 355-358.  
[15] Peirce, J. W., Gray, J. R., Simpson, S., MacAskill, M. R., Höchenberger, R., Sogo, H., Kastman, E., 

Lindeløv, J. (2019). PsychoPy2: experiments in behavior made easy. Behavior Research Methods. 

10.3758/s13428-018-01193 
[16] Barral, O., Kosunen, I., & Jacucci, G. (2017). No need to laugh out loud: Predicting humor appraisal of 

comic strips based on physiological signals in a realistic environment. ACM Transactions on Computer-

Human Interaction (TOCHI), 24(6), 1-29. 
[17] LeCun, Y., Y. Bengio, and G. Hinton, Deep learning. Nature, 2015. 521(7553): p. 436-444. 

G. Toupin et al. / Prediction of Amusement Intensity Based on Brain Activity238



Ontology Reasoning for Explanatory
Feedback Generation to Teach How

Algorithms Work

Anton ANIKIN a,b, Oleg SYCHEV a, and Mikhail DENISOV a

a Volgograd State Technical university, Russia
b Software Engineering School, Volgograd, Russia

Abstract. Developing algorithms using control structures and understanding their
building blocks are essential skills in mastering programming. Ontologies and soft-
ware reasoning is a promising method for developing intelligent tutoring systems in
well-defined domains (like programming languages and algorithms); it can be used
for many kinds of teaching tasks. In this work, we used a formal model consisting
of production rules for Apache Jena reasoner as a basis for developing a constraint-
based tutor for introductory programming domain. The tutor can determine fault
reasons for any incorrect answer that a student can enter. The problem the student
should solve is building an execution trace for the given algorithm. The problem is a
closed-ended question that requires arranging given actions in the (unique) correct
order; some actions can be used several times, while others can be omitted. Using
formal reasoning to check domain constraints allowed us to provide explanatory
feedback for all kinds of errors students can make.

Keywords. Ontology reasoning, Constraint-based tutoring systems, Program
execution trace, Error detection

1. Introduction

Ontology models and formal logic reasoning are used for knowledge representation and
processing in different domains for a wide range of tasks. E.g., the Ontology Driven
Software Engineering (ODSE) approach [1] implies using ontology models for various
aspects of software engineering: modeling different parts of software systems, products,
modules, and algorithms. In [2] the ontology model is used for declarative program anal-
ysis in software development. Most of these aspects are important in introductory pro-
gramming courses as well, where ontologies are widely used for domain modeling [3,4].

One of the efficient approaches to introducing new learners to algorithms analysis
and synthesis is the trace-based teaching approach that allows to decrease the dropout
and grade failures by 25.49% and 8.51% respectively [5,6,7]. According to the structured
programming approach, any algorithm can be represented as a tree of control structures.
In the introductory programming teaching on the Problem Formulation step [6] the algo-
rithmic reasoning skills (”a pool of abilities that are connected to constructing and under-
standing algorithms: to analyze given problems; to specify a problem precisely; to find
basic actions that are adequate to the given problem; to construct a correct algorithm to
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a given problem using the basic actions” [8]) improvement is important. On the Solution
Expression step, when the problem is formulated, and students should express a solution
through programming structures, selecting the appropriate structures for solving the task
is the main difficulty [9]. Finally, on the Solution Execution and Evaluation step, students
should test and analyse the code to identify and correct problems, and code tracing activ-
ities are appropriate tasks on this step [5,10]. Explanatory feedback (e.g., error-flagging
feedback [11] as well as other forms of explanations of student errors) has a significant
effect on learning efficiency and results.

So, automated algorithm trace generation and analysis with explanatory feedback
is an important task in introductory programming learning that can be solved using on-
tology domain models and formal logic reasoning. The reasoning rules allow to set the
domain constraints and use these rules not only for the execution trace check for correct-
ness but for the particular errors detection and corresponding explanation providing as
well at the same time.

2. Intelligent Application to Teach Algorithms

We developed an online tutoring tool How It Works: Algorithms1 using ontology
reasoning to grade students’ answers and generate explanatory feedback about their er-
rors. Its input consists of an algorithm, represented as a tree of basic control structures
– sequences, alternatives, and loops (see Fig. 1) – and the values of control conditions.
The reasoner also receives the student-built trace as a sequence of control-statement exe-
cution acts. For complex control structures, the beginning and the end of their execution
constitute separate execution acts to represent the nesting of control statements in the
trace.

Figure 1. Fragment of algorithm represented as an abstract syntax tree

To generate explanatory feedback, we classified all the possible errors in execution-
trace building creating 33 concepts to represent them (Fig. 2). The reasoning engine
determines the error class and the additional information about the individuals related to
the error for feedback generation.

1https://howitworks.app/algorithms
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Figure 2. Concepts for classifying errors

A. Anikin et al. / Ontology Reasoning for Explanatory Feedback Generation 241



To select a language for the reasoning rules description and appropriate reasoning
engine, we performed a study of software reasoners to find the best one for our domain,
comparing Pellet, Apache Jena, Apache Jena SPARQL query processor, SWI-Prolog
with semweb package, and ASP (Answer Set Programming) solvers Clingo and DLV.
The results show that Apache Jena performs inference quicker than other reasoners on
most of the domain-specific tasks.

In particular, Apache Jena infers the correct trace and student’s errors 2.4–2.9 times
quicker than SWRL Pellet reasoner. Jena rules are also more expressive than SWRL, hav-
ing full CRUD operations support (e.g., creation of concepts and individuals), negation
support, and relation retraction.

Figure 3. Execution trace processing example
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So, the developed ontology contains about 30 concepts for algorithm elements, 7
trace acts, 29 kinds of errors, and 27 explanations for correct acts; 30 roles, and about
100 positive, negative, and helper rules. Using these rules, the execution trace can be
generated based on the given algorithm, determine the domain constraints violated by the
student, and provide all the necessary information about errors to generate explanatory
feedback (Fig. 3).

The implemented software tool allows students to input the user execution trace for
the teacher-defined algorithm (stored and available by URL for easy access) by clicking
buttons inside the algorithm and show detailed explanatory feedback for errors made
using the ontology reasoning described above (Fig. 4).

Figure 4. Explanatory feedback provided by the tutoring tool for an error in the trace

3. Conclusion and Future Work

In this study, we present an ontology with a set of reasoning rules that is able to build
execution traces for a given algorithm, find errors in students’ traces, and provide the
necessary information to generate explanatory feedback about the violated constraints
representing subject domain laws. The approach was implemented in a software tool, us-
ing Apache Jena inference engine for ontology reasoning. The usage of forward chaining
RETE algorithm and Jena rules and reasoning allowed us to implement domain-specific
rules with adequate performance to grade students’ traces in real time step-by-step, show-
ing feedback messages right after adding an erroneous line.

The software tool can be used as a basis for developing intelligent tutoring systems
for improvement of algorithmic reasoning skills and developing understanding of pro-
gram execution during introductory programming courses. The future work includes ex-
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panding the set of supported programming languages (C++, Python and Java are im-
plemented at this moment), supporting recursive functions in the algorithms, and de-
veloping a constraint-based intelligent tutoring system based on the proposed approach
for complex exercises implementation by adding learner’s model and intelligent exercise
selection.
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Abstract. The COVID-19 pandemic provoked many changes in our everyday life. 
For instance, wearing protective face masks has become a new norm and is an 

essential measure, having been imposed by countries worldwide. As such, during 

these times, people must wear masks to enter buildings. In view of this compelling 
need, the objective of this paper is to create a real-time face mask detector that uses 

image recognition technology to identify: (i) if it can detect a human face in a video 

stream and (ii) if the human face, which was detected, was wearing an object that it 
looked like a face mask and if it was properly worn. Our face mask detection model 

is using OpenCV Deep Neural Network (DNN), TensorFlow and MobileNetV2 

architecture as an image classifier and after training, achieved 99.64% of accuracy. 

Keywords. Virus Protection, COVID-19, Face Detection, Deep Learning, 

Convolutional Neural Network, Computer Vision, MobileNetV2 

1. Introduction 

The COVID-19 pandemic has forced many countries around the world to initiate new 

rules for face mask-wearing and social distancing. Also, governments have started 

working on new strategies [1] to stop the spreading of the virus by forcing people to wear 

face masks. The goal of wearing face masks is to lessen the transmission and spreading 

rate. As COVID-19 is transmitted [2] through air drops and close contact, more and more 

people are concerned about their health and public health is considered as top priority 

for governments. 

According to World Health Organization (WHO) directions [3], the wearing of face 

masks appears as a solution for limiting the spread of COVID-19. That is the reason why 

face mask detection has become a trending application [4] due to the pandemic, to 

monitor that people are following this basic safety principle. Artificial Intelligence (AI) 

[5] based on Machine Learning and Deep Learning can help humanity fight against 

COVID-19 in many ways. For example, AI can be used to track and to predict how the 

disease will spread over time and space. Face mask detection means to identify whether 

a person is wearing a mask or not. There are two steps that should be implemented to 

achieve this. The first step is to detect human faces in a video stream and the second step 
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is to identify if the human face that was detected was wearing an object that it looked 

like a face mask and was properly worn. Face detection is one of the most popular 

applications of object detection and can be used in many areas like security, face 

emotions, biometrics, law enforcement and more. 

In view of the above, the main objective of the research is to detect whether someone 

is wearing his face mask correctly to protect himself and the public health from COVID-

19 spreading. To perform this task, a large dataset of masked and unmasked faces is 

necessary for training deep learning models towards detecting people wearing masks and 

those not wearing masks. However, at the moment, there are not large datasets available 

of masked faces and because of that, we applied a method called “Data Augmentation” 

in our training data. Our face mask detection model is using OpenCV Deep Neural 

Network (DNN), TensorFlow and MobileNetV2 [6] architecture as an image classifier. 

MobileNetV2 consists of Convolutional Neural Networks [7-11], which are ideal for 

image classification. The model is trained for 15 epochs which maintains a trade-off 

between accuracy and chances of overfitting. Finally, thanks to our accurate dataset, our 

trained model reaches 99,64% of accuracy.  

2. Related Work 

Object detection from an image is probably the deepest aspect of computer vision 

due to widely used in many cases such as, face recognition, neurobiology, robotic 

navigation etc. There has been supervised and unsupervised based learn in the field of 

computer vision to outfit the work of object detection in an image. This section conducts 

the recent academic papers for applying representative works related to object detection 

based on deep learning for the medical face mask. Most of face mask detection methods 

focus on face construction and face detection based on traditional machine learning 

techniques. In this paper, our focus is on detecting and finding the human who is wearing 

a face mask or not, to help in lessening the spreading of COVID-19. 

In face detection method, a face is detected from an image that has several attributes 

in it. According to [12], research into face detection requires expression recognition, face 

tracking and pose estimation. Given a solidary 2D image, the challenge is to identify the 

face from the picture. Face detection is a difficult errand because faces change in color, 

size, shape, etc. and they are not immutable. In [13], the authors present occlusive face 

detection coming with two major challenges: (1) unavailability of sizably voluminous 

datasets containing both masked and unmasked faces, and (2) exclusion of facial 

expression in the covered area. According to the work reported in [14], convolutional 

neural networks (CNNs) in computer vision comes with a strict constraint regarding the 

size of the input image. The prevalent practice reconfigures the images before fitting 

them into the network to surmount the inhibition. 

In [15], the authors presented a system for face mask detection that attains accuracy 

of 95.77%. They used TensorFlow, OpenCV and Data augmentation to reach this result. 

Another research [16] presented a DPM-based face mask detector using around 30,000 

faces divided into masked and unmasked. This approach achieved an exceptional 

accuracy of 97.14 %. In [17], the authors presented a system for detecting the presence 

of a compulsory medical mask in public places. The proposed system achieved 97.1% 

accuracy. 

Analyzing the related literature and towards advancing the literature, this paper 

presents a face mask detection model which has been developed using deep neural 

E. Kontellis et al. / Real-Time Face Mask Detector Using Convolutional Neural Networks248



network modules from OpenCV and TensorFlow, containing a Single Shot Multibox 

Detector object detection model. Fine-tuned MobileNetV2 classifier has been used, 

which has been an improvement over MobileNetV1 architecture classifier. In conclusion, 

MobileNetV2 architecture (Table 1) is made up of 17, 3 x 3 convolutional layers in a 

row accompanied by a 1 x 1 convolution, an average layer of max pooling and a layer of 

classification. Also, thanks to the accurate dataset of masked and unmasked faces, our 

proposed method attains accuracy up to 99.64%. 

 

Table 1. MobileNetV2 architecture 

Input Operator t c n s 
2242 x 3 conv2d - 32 1 2 

1122 x 32 bottleneck 1 16 1 1 

1122 x 16 bottleneck 6 24 2 2 

562 x 24 bottleneck 6 32 3 2 

282 x 32 bottleneck 6 64 4 2 

142 x 64 bottleneck 6 96 3 1 

142 x 96 bottleneck 6 160 3 2 

72 x 160 bottleneck 6 320 1 1 

72 x 320 conv2d 1x1 - 1280 1 1 

72 x 1280 avgpool 7x7 - - 1 - 

1 x 1 x 1280 conv2d 1x1 - k -  

 

where t: expansion factor, c: number of output channels, n: repeating number, s: 

stride. 3×3 kernels are used for spatial convolution. 

3. Proposed Method 

To predict whether a person has worn a face mask correctly, there are two phases as 

mentioned above. Firstly, an accurate face detection model is required to detect faces in 

real-time. Details about this model have been discussed above in Section 3.4. Secondly, 

a proper database can help us to train our model to reach high accuracy. Furthermore, to 

raise the accuracy of mask detection without being too resource-heavy, our classifier uses 

a pre-trained model MobileNetV2 to recognize whether a person is wearing a mask or 

not. Devices like smartphones and the Raspberry Pi are benefited from this approach. 

The methodology used in this paper is depicted in Figure 1. 

 

 

 

Figure 1. Flow Diagram of our model. 
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3.1. Dataset used 

Until today, there are only a few images with masked people available for the detection 

of face masks [18]. Some of them are artificially created, which do not represent the real 

world accurately, while others are blurred with low resolution. By choosing the right 

dataset that contains the right images require a little effort [19]. The dataset used for 

training the model consists of 4000 total images out of which 2000 are of masked faces 

having the label “with_mask” and 2000 are of unmasked faces having the label 

“without_mask” [20]. All the images are actual images extracted from Kaggle datasets 

and cover diverse races i.e., Asian, Southern Europeans etc. As a result, the distribution 

between the two categories is visualized in Figure 2. 

       In our approach, we have dedicated 80% of the dataset as the training data and the 

remaining 20% as the testing data, which makes the split ratio as 0.8:0.2 of train to test 

set. 

 

Figure 2. Samples of our dataset. 

 

3.2. Pre-processing 

There are four steps in the pre-processing phase which are resizing image size, 

converting the image into an array, pre-processing input using MobileNetV2 and the last 

is performing hot encoding on labels. But, before that, we should evaluate our dataset. 

Since a good dataset dictates the accuracy of the trained model, it is a vital part to 

manually remove corrupt images and repetitions. Cleaning, identifying, and correcting 

errors in a dataset removes adverse effects from any predictive model. 

This phase explains the procedure of pre-processing the data and then training on 

data. The resizing image is a critical step in computer vision due to effectiveness of 

training models. The smaller the image size is, the better the model will perform. In this 

research, all the images are resized into 224x224 pixels. 

The next step is to process all the images from the dataset into a NumPy array for 

faster calculation. After this, the process of data augmentation is applied to increase the 

training data as we have been discussed above in Section 3.3. Additionally, the images 

are used to pre-process input using MobileNetV2. 
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The last step in this phase is performing hot encoding on labels because a lot of 

machine learning algorithms cannot operate on data labeling directly. They require all 

the input and output labels to be numeric. 

 

3.3. Data augmentation 

For the training of our model, an enormous quantity of data is required to perform 

training effectively. Due to the non-availability of an adequate amount of data, the 

method of data augmentation [21] is used to solve this issue because neural networks are 

only as good as the data, we feed them. In this technique, methods like flipping, rotation, 

scaling, cropping, and translate the picture are used for generating numerous versions of 

a similar picture.  

 

3.4. Face detection using OpenCV 

Before detecting whether a person is wearing his face mask or not, we have to use a 

model called “Caffemodel” [22] to detect human faces in real-time using OpenCV. This 

model is a deep learning framework developed as an even faster and efficient alternative 

as compared to other object detection methods, i.e., Haar Cascades, and is created and 

managed by Berkeley AI Research (BAIR) and community contributors. Wearing a 

facial mask means that an object that it looks like a mask, is hiding some facial 

characteristics, i.e., nose, mouth etc. This means that some algorithms and pre-trained 

models may not be able to detect human faces with facial masks. For this reason, because 

the Caffemodel relies on deep learning neural networks, it makes it an ideal choice for 

masked or unmasked face detection. To implement this, the Caffemodel and prototxt 

files were loaded using cv2.dnn.readNet (“path/to/prototxtfile”, “path/to/caffemodel-
weights”). After applying the face detection model, we get the number of faces detected 

and the location of their bounding boxes. These video frame outputs are then used as 

input for the face mask classifier. Using this approach to detect masked or unmasked 

faces allows for real-time detection without much resource usage and it can also detect 

human faces in different orientations i.e., top, bottom, right and left with good accuracy. 

 

3.5. Classification of images using MobileNetV2 

MobileNetV2 is a Deep Neural Network based on Convolutional Neural Network 

architecture that has been deployed for the classification problem. Also, it aims to run 

very efficiently on mobile devices and it can be used as a basic image classifier or as a 

feature extractor. In our case, pretrained weights of ImageNet were loaded from 

TensorFlow and then, the base layers of our network are frozen to avoid impairment of 

already learned features. Subsequently new trainable layers are added and these are 

trained on collected dataset to classify features of a masked face from an unmasked face. 

Then, the model is fine-tuned, and then the weights are saved. By using pre-trained 

models helps to avoid needless computational costs and helps in taking advantage of 

already biased weights without losing any learned features (Figure 3). 
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4. Training 

After the pre-processing phase, the model needs to be trained using our dataset and then 

to be tested against a different dataset. To do this, the data is split into two batches, which 

80% of them is training data and the rest 20% is testing data.  Each batch is containing 

both of masked and unmasked faces. The final step before training the model, is to set 

the hyperparameters. In machine learning, a hyperparameter is a parameter whose value 

is used to control the learning process. By contrast, the values of other parameters are 

derived via training. Initially, we trained with different values of hyperparameters by 

changing one and keeping the others constant and noted down the results in each case. 

By this way, we could select the hyperparameters that produced better performance 

though evaluation metrics. We have chosen the hyperparameters as follows: initial 

learning rate is taken as 0.0001, batch size is taken to be 32 and number of epochs as 15. 

The model is trained for 15 epochs which maintains a trade-off between accuracy and 

chances of overfitting. 

 

 

Figure 3. MobileNetV2 Convolutional Blocks. 

 

5. Experimental Results 

Our proposed model has simulated using Python and TensorFlow. The metrics selected 

for evaluation of our model are explained below. 
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where Tp is the count of True positive samples, Tn is the count of True negative samples, 

Fp is the count of False positive samples and Fn is the count of False negative samples. 

Also, “Precision” is the number of correct predictions over how many occurrences of 

that class were in the test dataset and “Recall” is the actual true positives over how many 

times the classifier predicted that class. The “f1 score” can be interpreted as a weighted 

average of the precision and recall, where an f1 score reaches its best value at 1 and worst 

score at 0. 

      Corresponding to our dataset, the method attains accuracy up to 99,64% (Figure 4). 

 

 

Figure 4. Training Results. 

 

Table 2. Classification report 

 Precision Recall f1 score Support 

with_mask 1.00 1.00 1.00 388 
without_mask 1.00 1.00 1.00 414 
accuracy   1.00 802 

Macro average 1.00 1.00 1.00 802 
Weighted average 1.00 1.00 1.00 802 
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Our real-time face mask detection model follows the procedure below. First of all, 

the video stream is scanning each frame to detect human faces. If a face is detected, it 

proceeds to the next process. From detected frames containing human faces, reprocessing 

will be carried out including resizing the image size, converting into an array and pre-

processing input using MobileNetV2. The next step is predicting input data from the 

trained model. Afterward, the video frame will be labeled that the person is wearing or a 

mask or not. A testing example is depicted in Figure 5. 

 

 

 

Figure 5. Real-time face mask detection results. 

6. Conclusion 

Due to the outbreak of COVID-19 pandemic, all the countries worldwide have 

imposed people to wear a face mask as a compulsory measure to prevent the spread of 

coronavirus. Manual observation of the face mask in crowded places is a critical task. To 

address this compelling need, this paper presents a real-time face mask detector. In this 

approach, we trained our model using MobileNetV2 with masked and unmasked faces. 

Furthermore, thanks to our accurate dataset, our model understands whether a face mask 

is properly worn. Later, we also applied this model into a real-time video to check our 

model’s fps performance and accuracy. As future work, different types of face masks 

should be taken into consideration to expand the types of detecting objects and a hybrid 

model using deep learning techniques will be created to further investigate its accuracy 

in face masks detection.  
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Abstract. Man overboard incidents in a maritime vessel are serious accidents where 
the rapid detection of the even is crucial for the safe retrieval of the person. To this 

end, the use of deep learning models as automatic detectors of these scenarios has 
been tested and proven efficient, however, the use of correct capturing methods is 

imperative in order for the learning framework to operate well. Thermal data can be 

a suitable method of monitoring, as they are not affected by illumination changes 
and are able to operate in rough conditions, such as open sea travel. We investigate 

the use of a convolutional autoencoder trained over thermal data, as a mechanism 

for the automatic detection of man overboard scenarios. Morever, we present a 
dataset that was created to emulate such events and was used for training and testing 

the algorithm. 

Keywords. Man overboard; Human detection; Deep learning Computer, thermal 
image processing 

1. Introduction 

Man overboard refers to an emergency scenario where a ship passenger or crew member 

has fallen off the vessel and into the sea. With a mortality rate of 79%, an estimate of 22 

people annually lose their lives due to such incidents[1], with the majority of them being 

untrained passengers. The high mortality is caused by the low speed of detection and 

retrieval, combined by the usual low temperature and rough conditions of the waters that 

can quickly result in drowning or hypothermia. Thus, the use of intelligent systems is 

imperative, in order to continuously monitor for such incidents and raise timely alerts. 

To this end, models based on deep learning paradigms used for the analysis of video 

streams have displayed great performance. 

However, even these approaches have some drawbacks, as they rely on the use of 

RGB video streams, i.e. data streams monitoring over the visible spectrum. While the 

use of such data is popular, due to the cost efficiency of installing normal video 

surveillance systems, and the high performance of algorithms for object detection and 

classification over such data, these streams are greatly affected by illumination changes, 

and poor visual conditions. This indicates that the use of additional or alternative data 

modalities is needed. A valid alternative is video streams using thermal capturing devices. 

These devices monitor the infrared spectrum and are not affected by the change of 

lighting.  
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1.1. Previous Work 

In a universal maritime surveillance system, human detection is a key issue and must be 

completely independent of the environment as well as light and weather conditions. 

Several human detection methods have been presented in the literate and have 

emphasized the importance of real-time home surveillance systems ([2], [3]) that focus 

on fall detection through visual sensors, deep learning and computer vision applications 

(e.g [[4][5][6]), however, little work has been presented in the literature on the man 

overboard situation.  

In essence though the incident can be modelled as an abnormal behavior detection 

problem, where the normal situation consists of a normal capturing a seafaring vessel, 

while the abnormality would be the capturing of a fall. To this end, the main approaches 

for abnormal event recognition involve either the use of supervised deep learning 

techniques to learn a dictionary of abnormal sub-events or unsupervised outlier detection 

techniques. in many applications [7]-[9]. Examples include surveillance in industrial 

environments [7] or critical infrastructures [9] for safety/security and quality assurance, 

traffic flow management [10]  and intelligent monitoring of public places [11] 

Regarding outlier detection, the works of [12], [[13], [14] learn dictionary of sub-

events, through a training process, and then those events that do not lie in the partitioned 

sub-space are marked as abnormal ones.  

Regarding deep learning, the work of [15] employs convolutional auto-encoders 

(ConvAE) to learn temporal regularity in videos, while auto-encoders are exploited in 

[16] to learn feature and reconstruct the input images. Then, one-class Support Vector 

Machines (SVMs) are used for detecting the abnormal events. The work of [17] 

introduces a hybrid scheme which aggregates ConvAE with Long Short-Term Memory 

(LSTM) encoder-decoder. Recently, deep generative models have been applied [15]-[17].  

These models are trained to produce normal events while the abnormal ones are given as 

the difference between the original frames and the generated ones. 

Computer-vision tools that operate outside of the visible spectrum (i.e., thermal 

sensors) are also gaining traction in this context, because they are not significantly 

affected by illumination changes [18]. However, such approaches do not capture texture 

or color information. Vision techniques focus on background and target modeling [8], 

object tracking [19], activity recognition [20], crowd dynamics, and identification of 

unusual and suspicious behavior [21]. These approaches seek to detect abnormalities in 

crowded environments by analyzing actions on both the spatial and temporal scales. 

Detailed surveys about video-based abnormal activity recognition have been published 

[23], [24].  

Recently, unsupervised learning models are utilized for abnormal event detection. 

In [25], the anomalies in videos are scored independently of temporal ordering and 

without any training by simply discriminating between abnormal frames and the normal 

ones. Other approaches exploit on-line incremental coding [26], deep cascading neural 

networks, and unmasking (a technique previously used for authorship verification in text 

documents) [27]. Recently, the works of [28] and [29] incorporate autoencoders and  

supervised learning for abnormal event detection. Other approaches employ tracking 

algorithms to extract salient motion information which is then classified either as normal 

or abnormal [30], [31]. However, tracking fails in complex visual scenes where multiple 

humans are present. 

In this paper we present the use of an unsupervised fall detection method for man 

overboard scenarios. Our approach is based on the use of convolutional spatiotemporal 
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autoencoders trained using a thermal imagery dataset that simulates man overboard 

incidents.  

2. Proposed System Architecture 

The presented system using only thermal. video streams to identify overboard falls. Each 

image property was fed into the spatiotemporal autoencoder. Autoencoders are a type of 

Neural Network that manage to learn efficient data encodings by training the network to 

ignore signal noise. Their usefulness comes from the fact that they are trained in an 

unsupervised manner. They are essentially composed from two main components that 

are trained in parallel. The dimensionality reduction component aims at extracting an 

efficient encoding of the input signal, while the reconstruction side tries to generate from 

the reduced encoding a representation as close as possible to the original input. To 

identify the abnormalities, the reconstruction error of each autoencoder was monitored, 

and when the error was bigger than a predefined threshold, an alert was raised. The 

selection of the threshold took place during the training, to identify the exact value that 

maximized detection performance.  

The autoencoders used for each image property had the structure presented in Figure 
1. Each thermal frame was reduced to a grayscale image with a resolution of 227x227x1. 

A 10 frame batch was used for the analysis.  

 

 

Figure 1. Proposed Model Structure 
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3. Dataset Description 

In order to train and evaluate the proposed methodology, a mock man-overboard 

event was conducted that concerned the fall of a human-sized dummy from the balcony 

of a high-rise building. In particular, the human dummy, weighting 30 Kg, was thrown 

from an approximate height of 20 meters, which is roughly equivalent to two seconds of 

free-falling. For the needs of the experiment, we made 320 test throws of the dummy, to 

simulate a man-overboard event (see Figure 2(a)-(d)). Additionally, we recorded several 

videos without dropping the dummy as well as numerous throws of various objects, such 

as plastic bags and bottles (see Figure 2(e)). This way we can implement deep learning 

models that are not prone to false-positive alarms, triggered by non-human-related events. 

 

(a) (b) (c) (d) (e) 

Figure 2. Test throws during the data collection experiments. The free fall (a)-(d) of the human dummy from 

different shooting angles (positive event), and (e) of a plastic bag (negative event). 

The experiments took place in the surrounding area of Nikaia Olympic Weightlifting 

Hall, and lasted five days. Due to the fact that the test throws were carried out throughout 

the whole day, from 9:00 AM to 5:00 PM, the acquired videos vary in terms of 

illumination conditions (e.g. underexposure, overexposure). Additionally, we shot under 

various weather conditions (e.g. sunny, cloudy, rainy, windy, hot, cold), thus providing 

further variations in the background of the event. 

In this paper, we are using a dataset consisted of RGB videos featuring the free falls 

of the dummy (see Figure 2(a)-(d)). For the dataset collection, which contains video 

sequences with a resolution of  pixels, we used a GoPro Hero 7 Silver. The 

camera was set to shoot at a high frame rate, at 50 frames per second, to ensure sufficient 

acquisition of data that concerns the critical event.  

It is underlined that to avoid training bias and guarantee replicability of the results 

to other datasets, we placed the sensor in four different locations of the building, in order 

to obtain data that vary in terms of background, illumination, shooting angle, and 

distance (see Figure 2(a)-(d)). In particular, as depicted in Figure 3, we placed the RGB 

camera (i) on the left of the fall at a close distance of 7m (see Figure 2( (a)), (ii) on the 

right of the fall at a close distance of 5m (see Figure 2( (b)), (iii) on the top left of the fall 

at an angle of roughly 45° (see Figure 2( (c)), and (iv) to the left of the fall at a long 

distance of 13m (see Figure 2( (d)). It is emphasized that to further generalize the learning 

procedure, we augmented the training data by horizontally flipping the corresponding 

videos. 
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Figure 3. The four locations of the building that the optical sensor was placed, during the data acquisition 

experiments. 

4. Experimental Evaluation 

The proposed method was implemented in Python, using the Tensorflow and Keras 

libraries. The implementation used Python 3.6 and the Keras (1.08) and Tensorflow 

(2.1.0) machine learning libraries, in combination with a number of other scientific and 

data management libraries.  The model was trained using the Google Collab Platform. 

The Area Under Curve (AUC) metric was employed in assessing the performance of the 

proposed method and the compared ones. The AUC is computed with regard to ground-

truth annotations at the frame-level and it is a common metric for many abnormal event 

detection methods. It measures the ability of the learning algorithm to correctly 

distinguish normal from abnormal events and summarises the ROC curve of the system, 

i.e. the probability curve that plots the raising a true alert (true positive rate) and a false 

alarm (false positive rate) at various thresholds. Our algorithm achieves an AUC score 

of 88.. Due to the fact that there are no similar publications for fall detection in man 

overboard scenarios, at least to the authors knowledge, a comparative analysis of the 

performance is hard to achieve. The performance of our system using these metrics can 

be viewed in Figure 4. 
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Figure 4: ROC Curve of spatiotemporal autoencoder 

5. Conclusions 

In this paper, we presented and evaluated a learning algorithm for man overboard 

detection over thermal data frames. The employed techniques use a deep machine 

learning framework, modelling a man overboard incident as an abnormal action 

recognition one. We then proceed in identifying falls by the autoencoders’ success or 

failure to reconstruct a scene due to the presence of abnormal events. 

Future work should include the fusion with additional imaging modules, such as 

normal RGB frames, and the studying of additional ways for inter and intra property 

encoding of all the available modalities to maximize the detection capabilities.  
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