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CHAPTER 1

Why Data Center Efficiency
Matters

Data centers are the information factories that shape our modern experience. When

we access online information ranging from reading our personal email and the news

to engaging in commerce, using social media, and consuming entertainment, we are
depending on data centers, which provide the computational backbone for the Internet.
They create many of the movies we watch, design the cars we drive, and optimize the
airplanes we fly. They are used to make scientific discoveries, to find oil, and to predict
the spread of disease. Data centers are at the heart of the digital economy.

In 2010, about 30 million servers were in operation worldwide,' and the number has
been increasing annually. The growth of the Internet of Things? is expected to increase
the number of connected devices to over 25 billion by 2020. Other factors driving growth
include the continued “dematerialization” of goods,* the growth of the worldwide
economy,* and the increased expectation that our lives are connected to one another
through computing technology.

From the perspective of overall energy use, centralized data center-based computing
in modern facilities is highly efficient. Recently Facebook estimated that the energy used
to sustain an average account for a month is about equal to the energy used to make
a cup of coffee.® eBay’s published data center energy use® shows that the amount of
carbon produced per transaction is about 50 times lower than the carbon produced in
a short drive to the store to complete the same purchase.” One recent study found that

Jonathan G. Koomey, Growth in Data Center Electricity Use 2005 TO 2010 (Oakland,

CA: Analytics Press, 2011), http://analyticspress.com/datacenters.html.

See www. gartner.com/newsroom/id/2636073.

3See http://gigaom.com/2010/04/29/greennet-the-dematerialization-opportunity/.
See, for example, John M. Jordan, Information, Technology and Innovation: Resources for Growth
in a Connected World (New York: Wiley, 2012).

See www. facebook.com/green/app_439663542812831.

See http://tech.ebay.com/dashboard.

"See www.datacenterknowledge.com/archives/2013/03/12/why-ebays-digital-service-
efficiency-changes-the-game/.
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online purchasing of music uses 40%-80% less energy than any of multiple methods for
delivering music by CD, even though that calculation used an upper bound estimate for
the electricity intensity of Internet data transfers.®

It's somewhat ironic that a principal driver of efficiency in data centers, namely
scale, also attracts the most attention to the energy use by data centers. Large-scale data
centers can share more resources; for instance, in the case of N + 1 redundancy of critical
infrastructure systems such as air handlers or power back-up systems,’ the incremental
penalty decreases as size, and therefore N, increases. However, because of their scale,
data centers also require large amounts of electrical energy to operate. Typical large-scale
data centers require tens of megawatts of electrical power—enough power to sustain
a small city. It is in part this high localized energy use that attracts attention to data
centers—they are large and visible buildings that consume a lot of energy. As a result,
they can attract the scrutiny of both social activists,'® neighbors,'' and legislators."

An Industry’s Call to Action

It was the convergence of two unrelated events that brought attention to data center energy
use. The first was the growth in scale of data centers and the Internet. By one estimate, the
number of adults logging onto the Internet increased by 37% from 2000 to 2004. The other
trend was the growth of computing performance primarily through clock speed and
efficiencies increases." The result of both growing numbers of data centers and growing
power use by the servers (driven by numbers of servers, only marginally by power use per
server) within the data center was explosive growth in the power consumed by the data
center. Although overstated, claims of “economic meltdown” of the data center certainly
grabbed attention."

In response to rising public awareness of data center energy use, Congress
commissioned a 2007 analysis of US data center energy consumption.'® The work,
completed in 2007 by Lawrence Berkeley National Laboratory using a “bottoms-up”
methodology, estimated that data centers were consuming about 1.5% of US electrical
energy. Even more alarming, by 2006, data center energy use had doubled since the year
2000 and was on track to almost double again over the following five years.

8Christopher Weber, Jonathan G. Koomey, and Scott Matthews, “The Energy and Climate
Change Impacts of Different Music Delivery Methods,” Journal of Industrial Ecology 14, no. 5
(October 2010): 754-769, http://dx.doi.org/10.1111/7j.1530-9290.2010.00269.X.

°See www.lifelinedatacenters.com/data-center/ups-configuration-redundancy/.
1%See www.greenbiz.com/blog/2011/12/15/facebook-ends-greenpeace-campaign-major-
green-commitments.

""See http://news.idg.no/cw/art.cfm?id=7C75C477-1A64-67EA-E4F528FE768FA524.

2See www.whitehouse.gov/blog/2014/09/30/better-buildings-challenge-expands-take-
data-centers/.

3See Jonathan G. Koomey, Stephen Berard, Marla Sanchez, and Henry Wong, “Implications

of Historical Trends in the Electrical Efficiency of Computing,” IEEE Annals of the History of
Computing 33, no. 3 (July—September 2011): 46-54, http://doi.ieeecomputersociety.
0rg/10.1109/MAHC.2010.28.

“Ken Brill, “The Economic Meltdown of Moore’s Law and the Green Data Center,” (2007)
www.usenix.org/legacy/event/lisa07/tech/brill_talk.pdf.

*See www. energystar.gov/index.cfm?c=prod_development.server_efficiency_study.
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The report flagged the concern that without concerted effort within the data center
industry to improve efficiency, the growth of energy consumption risked becoming
unsupportable with implications not only for the industries directly affected, but for the
economy itself.

The report highlighted some opportunities to improve efficiency and painted several
achievable scenarios. Among areas identified for improvement with the biggest impact
were data center infrastructure efficiency and the IT equipment inside the data centers.
Although the efficiency of the IT equipment in data centers, and specifically the servers, is
the focus of this book, it is worthwhile to discuss some of the progress that has been made
in improving the efficiency of the infrastructure of data centers.

Data Center Infrastructure Energy Use

The infrastructure energy use of data centers, meaning the energy used to provide

clean, reliable, uninterrupted power to the IT equipment and also to remove the waste
heat generated by the equipment, is an important part of the overall energy use by

data centers. In many cases, the infrastructure can consume a substantial portion of

the overall energy use of the data center. Figure 1-1 shows the power consumption of a
data center, divided into infrastructure (of non-IT power) and the IT equipment power
consumption. Since non-IT power does not contribute directly to information processing,
itis considered to contribute to the inefficiency of the data center.

Total Data Center Power

Non-IT Power IT Power
Switch Gear Servers
UPS Network
Input Chillers Storage
Power CRACs Security Appliances
CRAHs Etc.
Lighting
Etc.

Figure 1-1. The power consumption of a data center

Since the infrastructure exists only to provide support to the IT equipment by
maintaining acceptable environmental factors and ensuring clean uninterrupted power
delivery, it is considered to be an overhead power usage. On the other hand, the IT
equipment is contributing directly to the information processing, and hence is directly
related to the efficiency of the data center. This is illustrated schematically in Figure 1-1.
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The accepted metric for infrastructure efficiency is the power usage effectiveness (PUE),
defined as the ratio of the total energy use by the data center to that of the energy used
by the IT equipment.

Total D E
PUE= otal Data Center Energy Use

IT Equipment Energy Use

Typical enterprise data centers that were designed to now outdated computer room
building standards typically would have had a PUE in the range of two to three.'® That
means that for one watt of power used to run the computer, one to two watts of power are
used to supply power and provide cooling for the IT equipment. By modern standards,
this is highly inefficient. Figure 1-2 illustrates the inverse relationship between data center
infrastructure and PUE. For PUE = 2.0, 50% of the power in the data center is used for
non-computational purposes. Some highly inefficient data centers can operate at a
PUE > 3. As PUE increases above 2.0, over 50% of the data center power is used for
heating, cooling, and power conditioning.

60
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=220
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Figure 1-2. The fraction of total data center power used by data center infrastructure as a
function of the PUE

Through work done by industry groups like the Green Grid,'” standard methods
to improve infrastructure efficiency have been defined and implemented across the
industry. These have resulted in dramatic improvements in the PUE values of state-of-
the-art data centers.

A commonly discussed potential weakness of PUE as a metric of data center
efficiency is that the very inefficiencies PUE addresses, those of moving air for cooling
and conditioning electrical power for delivery, also exist within the server (and thus
the IT equipment) itself. Although this is true, the incentive to improve the server by
optimizing its energy efficiency lies with the system manufacturer (as will be discussed
later in this chapter). PUE provides a metric the designer and operator of the data center
facility can use to optimize what is within their control. It is for this reason PUE has been
such a successful driver of overall data center efficiency.

%Victor Avelar, Dan Azevedo, Alan French, eds., “PUE: A Comprehensive Examination of the
Metric,” White Paper #49 (2013), www. thegreengrid.org/~/media/WhitePapers/WP49-PUE%20
A%20Comprehensive%20Examination%200f%20the%20Metric_v6.pdf?lang=en

"See www. thegreengrid.org/.
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Purpose-built mega data centers—like those of Yahoo!, Facebook, and Google—are
heavily reliant upon free-air cooling.'® Typical PUE values in these data centers are about 1.1,
meaning of the energy being consumed by the data center, only 10% is being used for
non-compute-related tasks. Other, more conventional recently constructed data centers
have PUE values near 1.4, meaning about 40% of the energy used by the data center goes
to support infrastructure. The reasons these values are higher than the purpose-built mega
data centers has to do with specific architectural choices, such as cooling design, as well as
requirements for equipment redundancy to meet business-specific resiliency goals.

Although new data center construction typically follows industry best practices for
efficient design, improving the efficiency of older, legacy data centers remains a persistent
problem. There are several root causes of this. One of these is the rapid evolution of data
center technology. For instance, as recently as 2011, ASHRAE approved new building
standards that encourage higher operating temperatures in many types of data center.”
Typically higher operating temperatures have been reported to reduce infrastructure
energy use by up to 4% per degree Celsius,* a substantial savings.*!

Data centers have been operated between 68 and 72 F, mostly for historical reasons.
Cooling requirements in older IT equipment and mainframe computers were less well
understood and placed heavy reliance on room cooling because of their scale and size.*
A room-sized computer demands room sized cooling. With the migration toward the
current generation of servers, the cooling requirements of the servers have changed, but
room specifications have been slow to follow.

Although the higher temperature set point can be adjusted in older buildings, air
flow management systems may not be designed or optimized to mitigate localized hot
spots in the data center. Unless hot spots are carefully managed, this can lead to increased
risk for service availability unless the architecture is substantially changed. Since data
center buildings are typically depreciated on a 10- to 20-year schedule, it’s not entirely
surprising that the timescale for the majority of data centers to catch up with current best
practices, let alone match future advances, is on the order of years. At this point, much of
the technical innovation for improved data center infrastructure is completed or known,
and it is simply a matter of time for current practice to catch up with best practices.

Energy Proportional Server Efficiency

Nearly simultaneously with the report to the US Congress on data center energy
consumption, an influential paper published by Luiz André Barroso and Urs Holzle
of Google* introduced the concept of energy proportional computing. Computing
efficiency depends on both the computational work output of the server as well as the
energy consumed by the server. The key insight of the energy proportional model was

'8See www. google.com/green/efficiency/datacenters.

YThermal Guidelines for Data Processing Environments, 3rd ed. (ASHRAE, 2012).

See www . datacenterknowledge.com/archives/2007/09/24/data-center-cooling-set-
points-debated/.

2More careful studies of this savings appear to be warranted.

2See www.intel.com/content/www/us/en/data-center-efficiency/efficient-datacenter-
high-ambient-temperature-operation-brief.html.

#See www.barroso.org/publications/ieee_computer07.pdf.


http://www.google.com/green/efficiency/datacenters
http://www.datacenterknowledge.com/archives/2007/09/24/data-center-cooling-set-points-debated/
http://www.datacenterknowledge.com/archives/2007/09/24/data-center-cooling-set-points-debated/
http://www.intel.com/content/www/us/en/data-center-efficiency/efficient-datacenter-high-ambient-temperature-operation-brief.html
http://www.intel.com/content/www/us/en/data-center-efficiency/efficient-datacenter-high-ambient-temperature-operation-brief.html
http://www.barroso.org/publications/ieee_computer07.pdf
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the realization that bringing server efficiency closer to the theoretical maximum at all
workload conditions would improve overall data center efficiency. By ensuring server
energy use scaled proportionally to workload, the efficiency of the servers is optimized
over a wider range of utilization, as shown in Figure 1-3. The figure on the left shows the
power consumption of a server (ca. 2006) whose idle power is 70% of the peak power.
Because power consumption does not scale with workload, the efficiency is far below
peak at most operating conditions. The figure on the right shows a server with idle power
which is 20% of peak. In this case the efficiency is much higher at all utilization points.

100 100
é 80 B -p-o,f.?r_ T - E 80 [ Efficiency
% €0 Efficiency 5 60
= 40 = 400 /-
© 20 © 207/
= 0 S 0

0 20 40 60 80 100 0 20 40 60 80 100
Utilization(%) Utilization(%)

Figure 1-3. The power consumption and efficiency of two model servers

Most servers in 2007 consumed almost the same power at 0% utilization (i.e., doing no
computations) as they consumed at 100% utilization (i.e., doing the maximum workload
or computations per second). For instance, one of the earliest systems reported on the
SPECPower benchmark had an idle power of approximately 70% of its peak power.* This is
of concern because, in this case, the power consumption is not proportional to workload;
efficiency can be far below the peak efficiency of the server. Indeed, servers often spend
much of the time at low utilization. “Energy proportional” scaling of energy use ensures that
these servers will operate at high energy efficiency even at lower workload utilization.

Regulatory Environment

A significant outcome of the report to Congress was a focused effort by the Environmental
Protection Agency’s Energy Star program to create a standard for energy efficiency.”
Since, at the time, the art of understanding and measuring server efficiency was nascent,
initial efforts focused on measuring server idle power. As discussed earlier, idle power can
be a good proxy for energy proportionality so long as server performance is also taken
into account.

#See http://spec.org/power_ssj2008/results/res2007q4/power_ssj2008-20071129-
00017.html.
»See www.energystar.gov/index.cfm?c=prod_development.server_efficiency_study.
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It’s a common pitfall to equate energy efficiency uniquely with low power. Server
idle power, while correlating in some cases to higher efficiency servers, cannot by itself
be counted on as a reliable indicator of efficiency. The reason for this is that efficiency
correlates to both server energy use and server performance. A computer with low
performance will take relatively longer to complete a given amount of work, which can
offset any benefits of reduced power.

The current Energy Star standard focuses broadly on energy efficiency, including
efficient power supplies, capability to measure and monitor power usage, efficient
components, and advanced power management features.*

In addition to the United States, several other countries have taken steps to
encourage or even require certain levels of energy efficiency in servers. Among these are
the European Union,* Australia,? and China. In some cases, energy efficiency restrictions
are required due to a lack of necessary electrical grid capacity, whereas with other cases,
the standards fit with a framework of reducing carbon footprint.?

A summary of international regulatory implications for server design is shown in
Figure 1-4. Although server idle power is a common focus, approaches differ depending
on location. This can be problematic since requirements for one (e.g., overall energy
consumption) may not be consistent with another (e.g., computing energy efficiency).
Server energy efficiency standards and regulations can focus on different aspects of
energy efficiency. The Energy Star program focuses on idle power and component
efficiency. It is planning to shift toward measures of energy efficiency.

United States Europe China Australia
Idle Power | | | |
Component |
Efficiency
Energy Use % Under Under

consideration  consideration

Computing In Under Under
Efficiency Development  consideration  consideration

Figure 1-4. Server energy efficiency standards and regulations

*See www.energystar.gov/products/specs/enterprise_servers specification_
version 2 0 pd.

7’See www.powerint.com/en/green-room/agencies/ec-eup-eco-directive.

#See www.energyrating.gov.au/wp-content/uploads/Energy Rating_Documents/Product_
Profiles/Other/Data_Centres/200905-data-centre-efficiency.pdf.
»Seewww.digitaleurope.org/DocumentDownload.aspx?Command=Core_
Download&EntryId=109.
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Efficient power supplies are important for overall server efficiency since any losses
in the power supply are overhead for any energy uses ultimately for computation. In the
2006 timeframe, power supplies had efficiencies that were as low as 50%.*° Low-efficiency
power suppliers are cheap to produce, and since customers didn’t demand higher
efficiency, there was no incentive by the server manufacturer to improve efficiency.

But the opportunity is enormous. With the adoption of 80 Plus power supply efficiency
guidelines by the EPA for Energy Star in 2007, power supply efficiency rapidly improved.
Current power supplies, to be Energy Star-compliant, are required to have efficiencies
0f 89% at 50% load and a power factor of 0.9. Comparing this to an efficiency of 50%, the
power consumption of a server would be reduced 35% for a fixed load.

Measuring Energy Efficiency

It is a common pitfall to associate energy efficiency with low power. Efficiency generally
associates a level of output for an amount of input. In the case of computing, the

output associated with efficiency measurements is the number of computational cycles
completed. Therefore, although low power can definitely contribute to energy efficiency,
it is insufficient without adequate performance.

Several metrics are for measuring energy efficiency of servers, but two of the most
common are SPECPower_ssj2008 and HPC Linpack. SPECPower was developed by the
Standard Performance Evaluation Corporation (SPEC) in 2008 for the express purpose
of measuring server energy efficiency. Linpack is a high-performance computing
benchmark made up of a collection of Fortran subroutines.* It is used as a measure of
energy efficiency on the Green500* listing of supercomputing energy efficiency.

SPECPower

SPECPower measures the efficiency of a single server using a graduated workload.
The workload is graduated in increments of 10% of a measured maximum or 100%
server workload performance. SPECPower is based on server-side Java, which has the
advantage that measurements can be implemented with a single client set-up. Thus it is
economical to operate.

An example output of published SPECPower measurement is shown in Figure 1-5.%
Performance to power ratios are measured at an established set of points. The quantity

Z ssj _ops/z power

is an accepted indicator of overall system energy efficiency. As of this writing

(March 2015), measurement of over 480 systems have been published. The utility of
published SPECPower data is very high since it separates the assessment of power and
performance across what is all the “load line” from 0 to 100% of maximum workload.

¥See http://en.wikipedia.org/wiki/80_Plus.

*ISee www. top500.0rg/project/linpack/.

32See www.green500.0rg/.

3See http://spec.org/power_ssj2008/results/res2013q4/power_ssj2008-20131001-
00642.html.
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| Benchmark Results Summary ]

Performance Power Performance to _ Performance to Power Ratio
Target | Actual i Average Active | io K 00 30004000 S000 8000 7.000
Load | Load | **-°P% | “"Power (W) : - P

100%|  99.7%] 1,699,266 242 7,029 1o

90%| 90.1%] 1,535,986 230 G,674 o

80%| 80.2%]1,366,107 217 6,283 Eon

T0%| 70.0%[1,192 900 204 5,852 - e

60%| 60.0%]1,022,251 189 5,404 g

50%| 50.2%| 854,940 174 4.923 F

40%| 40.0%| 681,033 157 4,340 F s [HD

30%| 30.0%| 510898 141 3,632 =+ [T
20%| 20.0%| 340,862 125 2,725 ]
10%| 10.0%| 170,305 109 1,557 Ton (T

Active Idle 0 79.6 [1] et
3ssj_ops/ Fpower = 5,019

O 25 50 75 100 125 150 175 200 228 250
Average Active Power (W)

Figure 1-5. A sample ofa SPECPower published result. The table emphasizes both workload
performance and energy efficiency

The data published for SPECPower has shown a strong trend of improvement in
the energy efficiency of servers. Although SPECPower is not measured for a large variety
of servers, it is representative of the capability of servers whose power management is
properly configured. Figure 1-6 shows a plot of the energy efficiency of all dual socket
servers with Intel Xeon processors as a function of the “hardware available” data for
the system. The data show that the energy efficiency of the servers are increasing
exponentially (note the logarithmic scale), doubling approximately every 1.6 years.

That means that in the 7 years since 2007 when the benchmark was published, energy
efficiency has increase by about a factor of 20.

10000

1000 #
A *

100 . .

3
L
A

§S)_OPS

10
Jan-04 Oct-06 Jul-09 Apr-12 Dec-14

DATE

Figure 1-6. Dual-socket server energy efficiency, as measured by SPECPower, Intel-Xeon
based systems versus their “hardware available” date. Note the logarithmic scale,
indicating an exponential trend

What is less obvious is what the contributions are to the increase in energy efficiency.
Since energy efficiency is a ratio of performance to power usage, the increase can be
attributed to either a performance increase or a power decrease. It turns out both are
responsible in the case of SPECPower.
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To understand this, we can look at the details of the SPECPower data shown in
Figure 1-7. The figure shows the trend of both the ratio of idle to maximum power and
the performance for all published two-socket Intel Xeon-based servers at SPEC.org for
the SPECPower_ssj2008 benchmark. Both trends emphasize the growing importance of
energy-proportional behavior of servers in improving energy efficiency. The ratio of idle
to max power is a metric for the proportionality of the server. SPECPower reports carry a
wealth of information about the server, including CPU and memory configuration.

SPECPOWER IDLE/MAX POWER SPECPOWER 100% TARGET LOAD

100 — 3406
0.80 e T 2E406
. ou, 'c' -
g 060 | » .h,! =5 O, 2408 "
2 on |- i =
0.40 g 1E406
B ‘ O
0.20 5.E405 2l e
_...v .
0.00 B
Jan-04 Oct-06 Jul-09 Apr-12 Jan-04 Oct-06 Jul-09 Apr-12
DATE DATE

Figure 1-7. Trend of both the ratio of idle to maximum power and the performance for all
published two-socket Intel Xeon-based servers

The historical trend of energy proportional efficiency can be visualized in another
way—Dby examining the “load line” of respective generations of servers as measured
by SPECPower. The load line is simply a graph of the server power versus the absolute
workload. From the graph, the power, efficiency, and performance of the server can
be deduced. Figure 1-8 shows the selected graphs from platforms built from specific
generations of processor families. The horizontal axis measures computations work up
to a measured system performance limit. The vertical axis measures system power. Over
time, according to this specific benchmark, system performance has increased while
system power has decreased.

300

2006

2012
2013

0 500,000 1,000,000 1,500,000
Server-Side Java Operations Per Second (ssj_ops)

2,000,00C

Figure 1-8. The “load lines” of several generations of two socket servers as measured by
SPECPower_ssj2008
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How do you read the graph? System workload is plotted along the x-axis (from active
idle to a load point of 100% system capacity) and system power is plotted along the y-axis.
The curves for each server follow an intuitive progression; as system workload increases,
power usage increases. The degree of that increase is related to the proportionality of the
system. Note that higher performance is to the right, lower power is down, and therefore
higher efficiency is to the lower right. Note also, work output capability is measured in
server-side Jave operations per second or ssj_ops, which is a measure of system performance.

What's first evident from the graph is the higher peak performance in each
successive generation. There is a gain in “peak” energy efficiency inherent with
performance increases in the systems (more “work”). This is the progression known
colloquially as Moore’s Law. Note that the peak power of these systems is relatively
constant at about 250 watts.

However, the graph reveals an additional progression toward lower power at low
utilization, that is, toward delivering even higher gains in energy efficiency at actual data
center workloads via “energy proportionality.” Assuming each system is run at the mid-
load point, the average power dropped from a little over 200 watts in 2006 to about 120
watts in 2012. That’s a net power reduction of about 40% and, assuming $0.10/kWh energy
costs and a PUE of 2.0, an operational cost saving of about $150/year. In addition, the work
output capability (measured in ssj_ops) at that load point increases over a factor of 10.

The families of curves reveal several interesting trends. The first notable trend is the
steady decrease in idle power of the systems. You'll notice the curves fall into sets of pairs.
At a high level, this is because managing idle power of a server is primarily related to the
microarchitecture. Indeed optimizing the features of the microarchitecture to achieve the
right balance of power and performance capability is a main subject of this book.

You'll also note the steady increase in performance with each generation. These
performance increases have two origins. In the years 2006, 2009, and 2012, new
microarchitectures were introduced. In intervening years new process technologies were
introduced (Intel’s “tick-tock” model*) giving rise to lower power and also substantially
increased performance. Table 1-1 lists the evolution of energy-efficient servers derived
from both process technology and microarchitectural revolutions. Development of new
architecture and new silicon process technologies represent huge investments in capital
and engineering. The highlights emphasize the tick-tock development cycles of staggered
process technology and architecture.

3#See www.intel.com/content/www/us/en/silicon-innovations/intel-tick-tock-model-
general.html.
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Table 1-1. The Evolution of Energy-Efficient Servers

Year Microarchitecture Family Process Technology Processor Family

2006 Core 45 nm Xeon 5100
2008 Core 32nm Xeon 5400
2009 Nehalem 32nm Xeon 5500
2010 Nehalem 22 nm Xeon 5600
2012  Sandy Bridge 22 nm Xeon E5

2014 Haswell 14 nm Xeon E5v3

It is also instructive to look at the reduction in the energy per operation as deduced
from the SPECPower data. The energy reduction is easily visualized in Figure 1-9 as the
area of the rectangle defined by the average power and the time per ssj_op. Each data
point is labeled for correspondence to Figure 1-8. The time per ssj_op is calculated as
the reciprocal of measured ssj_ops at 10% utilization on the SPECPower trend curves in
Figure 1-8.

Average Power versus Time per Operation

200
‘ 11.1 mifssj_op
b i 150
$ig ©
e £ £ 100 S
£33
g S = O.S:n Ifssj_op
< 50
0
0 20 40 60 80

Time per ssj_op (usec)

Analyss of data from SPEC.org

Figure 1-9. A representation of the energy per ssj_op as measured by SPECPowerssj 2008
showing the role of both reducing the time and the power consumed while doing a
computation. Both have been important in reducing overall energy consumption
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What is interesting is the stair-step pattern shown in Figure 1-10—the trend of the
energy per operation as a function of time shows a 41% per year reduction. From 2006
to 2008 we moved from 65 nm to 45 nm silicon technology, and from 2009 to 2010 from
45 nm to 32 nm silicon technology. In each case, the time to complete an operation
decreased by about half. Complementing that, from 2008 to 2009, and from 2010 to 2012,
were significant microarchitecture changes. These resulted in time reductions associated
with performance gains, but also significant power reductions. Overall, both power and
time reductions contributed to the gains in efficiency.

100
T
-l
w
]
30 >
- AN
E 28
=
]
g ™
o ‘\
o
E 1 \\
~
g '
-
& mifisj_op ==-+Expon. (ml/ssj_op)
Jan-04 Oct-06 Jul-09 Apr-12 Dec-14

Date

Figure 1-10. The SPECPowerssj_2008 trend of the energy per operation as a function of
time shows an exponential trend that is consistent with an efficiency-doubling time of
0.9 years. This is much faster than the 1.5 years reported by Koomey, owing to additional
efficiency gains from energy proportionality

Plotting the data as a time series versus the “system available” date from the
SPECpower data shows the expected exponential trend. The fit parameters equate to a
41% per year reduction in the energy per operation and about a factor of 20 over the range
shown. Putting the energy needed for computation into perspective, 0.5 milli-Joules is the
energy needed to light a 100-watt bulb for about 5 microseconds.

The performance and efficiency gains from microarchitecture also play a strong role
in other benchmarks, as the next discussion of high performance computing will show.
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High Performance Computing Efficiency

High Performance Computing (HPC) is another area where a trend of computing
efficiency has been established by well-accepted methods. The Green500 list has,

since 2007, published a semi-annual list of the top energy-efficient super computers in
the world.* The Green500 shares the same workload as the Top500 supercomputing
performance list.** Both are based on HP Linpack, which derives from a collection of
Fortran linear algebra routines written in Fortran in the 1970s. Excellent source material
on the Linkpack routines can be found online.*

Alternative benchmarks have appeared, such as the Graph500,*® which are
more relevant to measuring performance of supercomputers running data-intensive
applications. Arguably with the growth of “big data” applications to continue into the
future, these kinds of benchmarks will be relevant to a broader range of supercomputing
applications. However, at this writing, the alternatives are just getting going and have not
yet gained the same recognition as have the Top500 and Green500 lists. As a result, this
discussion will focus on the historical trends of the Green500 and Top500 lists.

At the scale of supercomputers today, performance leadership is practically
inseparable from efficiency leadership due to the practical constraint of power. The
power consumption of the largest supercomputers in the world is now between 10 and 20
megawatts. Although these limits are not written in stone, at an estimated infrastructure
cost of about $10 per watt, the cost of expanding beyond those limits is prohibitive
except for the largest governmental and private agencies. With the expanded role of
supercomputing in everything from office scale DNA decoding to field-based geophysics,
the need for higher performance in fixed-power environments is increasing.*

Since both performance and efficiency are important to supercomputing
leadership, it is convenient to look at both the efficiency and performance of
supercomputers simultaneously. The Exascalar method does exactly this, plotting the
points from the Green500 list by their performance and efficiency.* Figure 1-11 shows
the efficiency and performance of the computers in the Top500 supercomputer list since
2007. The historical trend line reveals that the performance gains of the top systems have
been due to both efficiency gains and increases in power. Exascalar measures progress of
supercomputing leadership toward a goal of 10'® flops (an Exaflop) in a power envelope
of 20 megawatts. As is evident in Figure 1-11, the points fall roughly into a triangular
shape with a taxonomy that reflects the state of the art in computing performance and
efficiency and also cost.

See www.green500.0rg/.

*%See www. top500.01g/.

3’See www. top500.0rg/project/linpack/.

3See www.graph500.0rg/.

¥See www.intel.com/content/www/us/en/research/tomorrow-project/intel-labs-dna-
sequencing-and-bio-chem-sensing-video.html.

“See www . datacenterknowledge.com/archives/2012/07/10/june-2012-exascalar-
efficiency-dominates-hpc/.
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Figure 1-11. The Exascalar plot of the June 2013 Green500 list

The Exascalar values in this graph are computed from the formula where both
efficiency and performance are normalized to the goal of one Exaflop in a 20 megawatt
power envelope.
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The factor of v/2 ensures consistency with an earlier (but more complex and less
generalizable) formulation of Exacalar.*!

The earlier-mentioned triangular shape comes about because of the constraints of
power in general application. Although the trend in increased power is evident from the
trend line of the top Exascalar systems, that increase, about a factor to ten, also increases
the installation costs by roughly a factor of ten and therefore represents a major barrier
for a majority of adopters.*? Another point to note in the graph is that systems in the
lower left-hand corner consume almost 100 times the power of the systems in the lower
right-hand corner of the triangle, but deliver the same performance. This represents a
potentially very large difference in total cost of ownership (TCO).

4IBalaji Subramaniam, Winston Saunders, Tom Scogland, Wu-chun Feng, “Trends in Energy-
Efficient Computing: A Perspective from the Green500,” Proceedings of the 4th International Green
Computing Conference (Arlington, VA, June 2013).

“www . datacenterknowledge.com/archives/2013/01/28/the-taxonomy-of-exascalar/.
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The trend of the Exascalar can also be plotted as a time series as shown in Figure 1-12.
The top Exascalar system trend intersects the Exaflop equivalent of Exascalar (¢ = 0) some
time in the year 2019. The median Exascalar trend is increasing at a slower rate, which
can be accounted for by the slower increase in power (but similar gains in efficiency) of
the general population. The differential between the top and median Exascalar growth is
accounted for by the increased power levels of the top systems.
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Figure 1-12. The trend of the top and median Exascalar as a function of publication date

Comparing theSPECPowerssj_2008 results with the Exascalar results shows
the challenge of trending energy use and efficiency with benchmarks. In the case of
SPECPowerssj_2008, the overall system power has decreased over time to benefit
efficiency, while in the case of the HPC benchmarks, overall system power has increased
over time to achieve higher performance.

Energy Efficiency and Cost

Energy efficiency is a highly desirable characteristic in data centers, but the overall goal
of a data center is to meet the computational needs within both physical and financial
constraints of the organization. These constraints are usually captured in a TCO model,
which takes into account both capital and operational costs of the data center

(see Table 1-2).
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TCO generally depends very strongly on the specific applications or intended use of
the data center. This is a reflection of the wide range of applications for data centers. For
instance, in some locations, the high costs of energy may favor the choice of a particular
power envelope for the servers or, in some other cases, software licensing costs may
strongly influence hardware choices.

However, outside these special cases, some general observations can be made
about TCO.

Costs fall into two categories: capital costs and ongoing operational costs. The capital
costs are associated with the the facility of the data center itself as well as the servers
and other IT gear required to make the data center operate. Important operational
costs include electricity, water, maintenance, and so on. Other factors, such as expected
depreciation for both the facility and IT hardware, may also have a pronounced effect on
the outcome of the model.

Many TCO models are available online. Some are made available for cost; some are
available as a service.” These models have varying degrees of sophistication depending
on the desired fidelity and tolerance for error.

Table 1-2 lists the ranges of parameters for a TCO model. The operational server
energy cost includes overhead of PUE = 2.0. In both cases, the energy cost to run the
servers in a data center is comparable to the facility cost itself.

Table 1-2. Ranges of Parameters for a TCO Model

Low Cost Range  High Cost Range

(U.s.) (U.s)
Facility capital cost per watt $8-$12 $20-$40
Facility capital depreciation 10 years 20 years
Facility capital cost/watt/year ~ $0.80-$1.20 $1.0-%2.0
Electricity cost per watt $0.03/kWh $0.15/kWh
PUE 1.2 2.0
Operational server energy $0.31 $2.62

cost/watt/year

Since the subject of this book is primarily server energy cost, a simplified model
is shown in the table emphasizing the comparison of the facility cost with the energy
needed to run the servers. The low cost range data center might correspond to an efficient
cloud data center in a region selected for a mild climate and low-cost electricity. The high
cost range might correspond to a highly secure and redundant data center near a major
metropolitain area. In both cases, it is apparent that the energy costs of the data center are
comparable to the facility capital cost.

“Vasileios Kontorinis, et al., “Managing Distributed UPS Energy for Effective Power Capping in
Data Centers,” International Symposium on Computer Architecture, ISCA (2012), http://cseweb.
ucsd.edu/~tullsen/DCmodeling.html.

17


http://cseweb.ucsd.edu/~tullsen/DCmodeling.html
http://cseweb.ucsd.edu/~tullsen/DCmodeling.html

CHAPTER 1 * WHY DATA CENTER EFFICIENCY MATTERS

More sophisticated models take into account much more detailed analysis of
individual data center costs, building upon and also substantiating the simpler analysis
in Table 1-2.* In the model shown in Figure 1-13, power and cooling infrastructure costs
are about equivalent to the utility energy costs. Although energy costs and facility capital
costs represent about equal parts of the TCO, server depreciation is also an important
contributor.

TCO / server breakdown NO Oversubscription

Facility Space

Utility Peak 4.5% Power
5.5% oe Infrastructure
Utility Energy 0.2% 7.8%
11.4% Cooling
PUE

Infrastructure

overhead 3.2%
2.5%
Server Opex Rest
2.1% 11.8%
DC opex
9.9%
Server
Depreciation
41.1%

Figure 1-13. An example of a breakdown of data center TCO

However, traditional data center TCO models do not consider the cost of work output
from the data center per se; they simply treat the servers as power-consuming units
without regard for energy efficiency or performance of their computing capability. What
is astonishing is that from a work output standpoint, the most wasteful energy consumers
in data centers (even low PUE data centers) can be inefficient servers.

To illustrate this point, consider Figure 1-14, taken from an actual assessment
of a Fortune100 company’s data center. The analysis consisted of looking at the age
distribution of the servers and then assessing, based on their configuration, energy
consumption and finally their work output (or performance) capability. Although older
servers were only 32% of the population, they consumed the majority of energy and
only contributed a small fraction of the total computational output of the data center.

“Ibid.
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Since server efficiency doubles approximately every one to two years (depending on
application and the specific metric used), older servers are far less efficient and constitute
a larger fraction of energy use for a lower fraction of computing cycles.

Nd

Age Distribution Energy Consumption Performance Capability
of Servers of Servers of Servers
B 2007 & Earlier
B 2008, 2009

[0 2010- Current

Old Servers consume 60% of Energy but deliver only 4% of

Performance Capability.

Figure 1-14. Data from a walkthrough inventory of a Fortune 100 company showing the
energy consumption and age distribution of servers

In this particular data center, servers older than 2007 consume 60% of the energy
but contribute only an estimated 4% of the compute capability. Although this may seem
counterintuitive, consider the argument from the perspective of Moore’s Law; if the
performance doubles approximately every two years, servers from 2006 do approximately
1/8% the computational work of servers dating from 2012, when the data was collected.
Given the power consumption date presented earlier, it is also feasible that the energy
consumption would decrease in newer servers, dependent on configuration.

Therefore, in data centers concerned not just about energy usage, but actual
computational work, the energy efficiency and performance of the servers are important
overall considerations. Detailed measurements on either actual or representative
workloads are generally needed to achieve the highest levels of overall workload
efficiency. The remainder of this book focuses specifically on the optimizations that can
take place not only at the server level but also the data center level to optimize energy use
and computational output of what may amount to a multi-million or even billion dollar
investment.
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Summary

In this chapter we have reviewed the performance and efficiency trends of data centers
and have shown that the servers can contribute to the overall energy use in data centers,
especially in cases where the efficiency of the infrastructure has been optimized.

We've compared the performance and efficiency trends of servers based on both the
SPECPowerssj_2008 and the derived Exascalar benchmarks. In both cases, the efficiency
of servers has improved exponentially over time, though with differing trends, depending
on the specific workload.

In subsequent chapters, we will show how the efficiency of servers can be optimized
for specific workloads, thus enabling users to tailor their server configurations for
optimum performance and efficiency. In the final chapter of the book, we will tie these
results back to TCO and show how performance, power, and cost tie together into an
overall framework of datacenter TCO.
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CHAPTER 2

CPU Power Management )

The CPUs and memory inside of a data center consume a fraction of the overall power,
but their efficiency and built-in power management capabilities are one of the biggest
influences on data center efficiency. Saving power inside of the CPU has multiplicative
savings at larger scales. Saving 1 watt of power at the CPU can easily turn into 1.5 watts
of savings due to power delivery efficiency losses inside the server, and up to 3 watts in
the data center. Reducing CPU power reduces the cooling costs, since less heat must be
removed from the overall system.

Before discussing how power is saved in the CPU, we will first review some basics of
CPU architecture and how power is consumed inside of circuits. Then we will discuss the
methods and algorithms for saving power inside of both memory and the CPU.

Chapters 7 and 8 will investigate how to monitor and control these features.

Server CPU Architecture/Design

Over the years, server CPU core design has significantly evolved to provide high
performance and energy-efficient execution of workloads. However, no core is complete
without an effective support system to provide the core with the data it needs to execute.
Caches, main memory, and hard drives provide a hierarchical mechanism for storing
data with varied capacity, bandwidth, and latency tradeoffs. In more recent years, highly
scalable interconnects have been developed inside CPUs in order to facilitate the scaling
of the number of cores.

A less widely known goal of CPU design is optimization for total cost of ownership
(TCO) amortization. Because the CPU plays a central role in information processing,
matching the CPU with the right amount of performance/capabilities with the other
data center infrastructure is critical to achieving the best TCO. Different workloads have
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different sweet spots. For example, many high performance computing (HPC) workloads
are very sensitive to scaling and cross-node communication. These communication
networks can be very expensive and hence contribute significantly to data center TCO.
In such systems, it is desirable to maximize per node performance in order to reduce the
communication subsystem costs and dependency. On the other hand, a cold storage
deployment'—where a large number of hard drives hold data that is very infrequently
accessed over a connection with much lower bandwidth—may require much lower CPU
performance in order to suit the needs of the end user.

CPU Architecture Building Blocks

Typical multi-core server CPUs follow a common high-level architecture in order to
efficiently provide compute agents with the data that they require. The main components
of a modern CPU are the cores that perform the computation, I/0 for sending and
receiving the data that is required for the computation, memory controllers, and support
infrastructure allowing these other pieces to efficiently communicate with each other.
Figure 2-1 shows an example of such a system. The boxes with a dashed outline are
optionally included on the CPU Silicon die, whereas the others are now almost always
integrated into the same die as the cores. Table 2-1 provides some high-level definitions
for the primary CPU components.
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Figure 2-1. A typical server CPU architecture block diagram

!Cold storage is a usage model where a large amount of rarely used data is stored on a single system
with a large number of connected hard drives to provide a massive level of storage.
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Table 2-1. Primary CPU Components

Component Description

Core Cores are the compute agents of a CPU. These can include general
purpose cores as well as more targeted cores such as general-
purpose computing on graphics processing units (GPGPUs).
Cores take software programs and execute them through loads,
stores, arithmetic, and control flow (branches).

Cache Caches save frequently used data so that the cores do not need to
go all the way to main memory to fetch the data that they need.
A cache hierarchy provides multiple levels of caches, with lower
levels being quick to access with smaller sizes, and higher levels
being slower to access but providing much higher capacity.
Caches are typically on the same die as the cores, but this is not
strictly required (particularly with large caches).

On-die fabric Interconnects exist on the CPU dies that are commonly called
on-die or on-chip fabrics. These are not to be confused with
fabrics that connect multiple CPU dies together at the data
center level.

Memory controller =~ Memory controllers provide an interface to main memory
(DDR in many recent processor generations).

PCle PCle provides a mechanism to connect external devices such as
network cards into the CPU.

Chipset The chipset can be thought of as a support entity to the CPU.
In addition to supporting the boot process, it can also provide
additional capabilities such as PCle, hard drive access,
networking, and manageability. Chipset functionality is integrated
into the same die or package as the cores in the microserver space.

Threads, Cores, and Modules

Traditional server CPUs, such as those found in Intel’s Xeon E5 systems, are built using
general purpose cores optimized to provide good performance across a wide range of
workloads. However, achieving highest performance across a wide range of workloads
has associated costs. As a result, more specialized cores are also possible. Some cores,
for example, may sacrifice floating point performance in order to reduce area and cost.
Others may add substantial vector throughput while sacrificing the ability to handle
complex control flow.

Individual cores can support multiple hardware threads of execution. These are also
known as logical processors. This technique has multiple names, including simultaneous
multithreading (SMT) and Hyper-Threading Technology (HT). These technologies were
introduced in Intel CPUs in 2002. SMT attempts to take advantage of the fact that a single
thread of execution on a core does not, on many workloads, make use of all the resources
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available in the core. This is particularly true when a thread is stalled for some reason
(such as when it is waiting for a response from memory). Running multiple threads

on a given core can reduce the per thread performance while increasing the overall
throughput. SMT is typically a very power-efficient technique. The additional throughput
and performance can increase the overall power draw, but the wall power increase is
small compared to the potential performance upside.

Note There are two types of threads: hardware threads and software threads. Operating
systems manage a large number of software threads and perform context switches to pick
which software thread is active on a given hardware thread at a given point in time.

Intel Atom processors also have the concept of CPU modules. In these processors,
two cores share a large L2 cache. The modules interface with the CPU fabric rather than
the cores interfacing directly.

The terms threads and processors are commonly used to mean different things in
hardware and software contexts. Different terms can be used to refer to the same things
(see Table 2-2). This frequently leads to confusion.

Table 2-2. Threads, Core, and Processor Terminology

Term Description

Hardware thread Hardware threads, logical processors, and logical cores are all
. the same. Each can execute a single software thread at a given
Logical processor O

point in time.
Logical core

Hardware core Hardware cores and physical cores represent a block of
hardware that has the ability to execute applications. A single
physical core can support multiple logical cores if it supports
SMT. Logical cores that share a physical core share many of the
hardware resources of that core (caches, arithmetic units, etc.).

Physical core

Software thread A software thread is a sequence of software instructions. Many
software threads exist in a system at a given point in time. The
operating system scheduler is responsible for selecting which
software thread executes on a given logical processor at a certain
point in time.
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Caches and the Cache Hierarchy

Server CPU cores typically consume a large percentage of the processor power and also
make up a large percentage of the CPU area. These cores consume data as part of their
execution. If starved for data, they can stall while waiting for data in order to execute an
instruction, which is bad for both performance and power efficiency. Caches attempt to
store frequently used data so that the core execution units can quickly access it to reduce
these stalls.

Caches are typically built using SRAM cells. It is not uncommon for caches to
consume as much area on the CPU as the cores. However, their contribution to power is
much smaller since only a small percentage of the transistors toggle at any given time.

A range of cache hierarchies is possible. Figure 2-2 shows two examples of cache
hierarchies. The figure on the left illustrates the cache hierarchy used on Xeon processors
since the Nehalem? generation and the figure on the right illustrates the hierarchy used
on the Avoton?® generation. Different hierarchies have various performance tradeoffs and
can also impact power management decisions. For example, the large L3 cache outside
the cores in the design on the left may require the application of power management
algorithms in order to achieve good power efficiency.

[
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Figure 2-2. Cache hierarchy examples

“Nehalem is the code name for the Xeon server processor architecture released in 2008.
3Avoton is the code name for the Atom server processor architecture released in 2013.
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Dies and Packages

CPUs are manufactured wafers of monocrystalline silicon. During manufacturing, each
wafer is printed with a large number of rectangular CPU dies that are subsequently cut
from the wafer once the manufacturing is complete. A moderately large server die is on
the order of ~20 mm on a side (~400 mm?). Figure 2-3 shows two magnified dies, one from
the 8c Avoton SoC (system on a chip) and another from the Ivy Bridge 10c. The Avoton die
is actually much smaller in size than the Xeon.

Figure 2-3. Die photos of the 8c Atom Avoton (top) and 10c Xeon Ivy Bridge EP (bottom)
(not to scale)

Dies are then placed into a package as part of the manufacturing process. The package
provides the interface between the die and the motherboard. Some packages (particularly
lower power and lower cost offerings) are soldered directly to the motherboard. Others
are said to be socketed, which means that they can be installed, removed, and replaced for
the motherboard. The package connects to the motherboard through metal pins, which
provide both power to the CPU and communication channels (such as the connection
to DDR memory). Power flows into a CPU through many pins, and higher power CPUs
require more pins in order to supply the required power. Additional connectivity (such as
more DDR channels or support for more PCle devices) also increases pin count.
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Packages can also include an integrated heat spreader (IHS), which is conceptually
an integrated heat sink. Removing heat generated by the consumption of power within a
CPU is critical to achieving high performance systems. IHSs help to spread the heat from
the cores (and other areas with high power/heat density) out to the rest of the die to avoid
hot spots that can lead to early throttling and lower performance. Figure 2-4 shows two
CPU packages—one from an Avoton SoC and one from a Sandy Bridge. The Sandy Bridge
package is much wider and deeper to accommodate the larger die and additional pins,
but is also much taller. Part of this additional height is due to the IHS.

Figure 2-4. Package photos of an 8c Xeon Sandy Bridge EP (right) and 8c Atom Avoton
(left)

Multiple dies can be included in a single package. This is called a multi-chip package
(MCP). MCPs can provide a cost-effective way for increasing the capabilities of a product.
One can connect two identical dies (commonly used to increase core count), or different
dies (such as a chipset and a CPU). Connecting two devices inside of a package is denser,
lower power, and lower latency than connecting two separate packages. It is also possible
to connect dies from different process technologies or optimization points. MCPs have
been effectively used in the past to provide high core count processors for high-end servers
without the need for huge dies that can be cost prohibitive to manufacture. Dies within an
MCP share power delivery and thermal constraints with each other, and therefore there
are limits. For example, it can be very challenging (and expensive) to cool two 130 W CPUs
stuck together into a single 260 W package. Bandwidth and latency between two dies in an
MCP are also constrained compared to what is possible in a single die.

On-die Fabrics and the Uncore

Historically, Intel has referred to all of the on-die logic outside of the cores as the uncore.
In the Nehalem generation, this included the L3 cache, integrated memory controller,
QuickPath Interconnect (QPI; for multi-socket communication), and an interconnect
that tied it all together. In the Sandy Bridge generation, PCle was integrated into the
CPU uncore. The uncore continues to incorporate more and more capabilities and
functionality, as additional components continue to be integrated into the CPU dies. As
aresult, the CPU is now being replaced with the concept of system on a chip (SoC). This
is most common in user devices such as cell phones, where a large number of special-
function hardware components provide various capabilities (modems, sensor hubs,
general purpose cores, graphics cores, etc.). It is also spreading into the server space with
products like Avoton that incorporate cores, SATA, Ethernet, PCle, USB, and the chipset
into a single CPU package. Increased integration can reduce TCO because fewer discrete
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devices must be purchased. It can also result in denser designs for the same reason. It
can also be more power efficient to incorporate more functionality into a single die or
package as higher performance connections consume lower power when integrated.

In these SoCs, the interconnect that provides the communication between the
various IPs has been termed an on-die fabric in recent years. Off-chip fabrics that connect
multiple CPUs together into large, non-coherent* groups of CPUs also exist. Modern on-
die fabrics are the evolution of the uncore interconnect from earlier generation CPUs.

On servers, when the cores are active and executing workloads, the power
contribution from the uncore tends to be much smaller than the cores. However, when
the cores are all idle and in a deep sleep state, the uncore tends to be the dominant
consumer of power on the CPU as it is more challenging to efficiently perform power
management without impacting the performance of server workloads. The exact
breakdown of power between the cores and uncore can vary widely based on the
workload, product, or power envelope.

Power Control Unit

As power management has become more and more complex, CPUs have added internal
microcontrollers that have special firmware for managing the CPU power management
flows. At Intel, these microcontrollers are called both the PCU (power control unit) and
the P-Unit, and the code that they execute is called pcode. The PCU is integrated into the
CPU with the cores. These microcontrollers are generally proprietary, and the firmware
that runs on them is kept secret. It is not possible for OEMs or end users to write their own
firmware or change the existing firmware in these PCUs. However, various configuration
options are available to the OEM and end user. These can be controlled through either
the OS or BIOS. Tuning and configuring these options is discussed in Chapter 8.

The PCU is responsible for the bulk of the power and thermal management
capabilities that will be discussed through the rest of this chapter. The firmware running
on the microcontroller implements various control algorithms for managing the power
and performance of the CPU. Table 2-3 provides a high-level snapshot of some of the
roles and capabilities of the PCU. The PCU is connected to almost every major block of
logic on the CPU die and is continuously monitoring and controlling their activity.

Table 2-3. Common PCU Roles

Role Description

Power management Central control center for managing voltage, frequency, and
other power saving states

Thermal management = Implements algorithms to prevent the CPU from overheating

Reset controller Facilitates powering up the CPU

4Coherent fabrics are also possible and are traditionally used in supercomputer designs.
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Firmware can be patched in the field, either through BIOS or even directly from a
running system in the OS. However, patch deployment after devices enter production is
not frequent.

Server vendors do use their own proprietary firmware that runs off-chip on a
baseboard management controller (BMC; a small microcontroller). This firmware
frequently interacts with the PCU for performing both power and thermal management
through the Platform Environment Control Interface (PECI). These topics will be
discussed in more detail in Chapters 4 and 5.

External Communication

Although performing calculations is important on CPUs, getting data in and out of the
CPU is a key part of many server workloads. Table 2-4 provides an overview of a selection
of the key interfaces.

Table 2-4. External Communication

Interface Details

Memory (DDR)  Memory provides storage for application code and data. It can also
provide caching for frequently accessed data from drives. It is not
uncommon for server CPUs to have hundreds of GBs of memory
capacity, and even TBs are possible.

Drive storage Drive storage is also common on servers. Some end users are
moving away from having any local drive storage on compute
nodes, electing instead to store all persistent data on separate
storage nodes that are accessed over a high bandwidth network. The
boot process can even be performed completely over the network.
This can save significant procurement cost. Other customers still
find a need for local storage on individual nodes.

Networking Ethernet or InfiniBand are staples of most server nodes for moving
data in and out of a given CPU for processing, or between nodes for
tasks that utilize multiple CPUs for a single task.

Video ports Video ports are rare and generally are not included on the platform.
It is common for users to connect discrete graphics cards in the rare
occasion where video is required.

USB ports USB ports are also common and are primarily used for special tasks
like firmware updates or debugging (not during normal execution).

Manageability Servers commonly include an interface like PECI for external
controllers to manage the server. These interfaces provide a
mechanism for tasks like monitoring temperature or controlling
power without interfering with the software running on the CPU cores.

(continued)
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Table 2-4. (continued)

Interface Details
Coherent In deployments that have multiple CPUs per node, a coherent
interconnects interconnect is used to connect the multiple sockets (e.g., Intel QPI).

This allows multiple CPUs to be connected to each other and share
a single operating system.

Non-coherent Some CPUs also support technologies to create non-coherent

bridging interconnects between nodes using PCle (e.g., Intel NTB [Non-
Transparent Bridge]). These technologies create non-coherent
“windows” into the physical memory space across two machines
where each machine appears as a PCle device to the other machine
(with a memory-mapped I/0 [MMIO] range assigned to it). Today it is
primarily used in storage usage models for redundancy across servers.

Thermal Design

CPUs consume power in order to execute; that power must be dissipated in order to keep
temperatures under control. On modern CPUs, thermal sensors exist to monitor the
temperature and help guarantee that the CPU will not get to a dangerous temperature
where reduced reliability or damage could occur. CPUs may throttle themselves to stay
under a target temperature or even initiate an immediate shutdown if temperature
exceeds certain thresholds.

Most server CPUs are sold with thermal design point (TDP) power. The TDP specifies
the amount of power that the CPU can consume, running a commercially available
worst-case SSE application over a significant period of time and therefore the amount of
heat that the platform designer must be able to remove in order to avoid thermal throttling
conditions. The TDP power is generally paired with a base frequency (sometimes called the
PI frequency). A defined TDP condition is used to characterize this (power, frequency) pair.
The goal of the TDP condition on servers has been to identify the worst-case real workload®
that a customer may run. Different vendors (or even different products from the same
vendor) can use varied TDP definitions, making it difficult to use this number for meaningful
comparisons across these boundaries. Sequences of code that will consume more power
at the TDP frequency than the TDP power do exist, and these workloads will be throttled in
order to stay within the design constraints of the system and to prevent damage to the CPU.

Note Different workloads can consume a wide range of power at the same frequency.
Many workloads consume significantly lower power than the TDP workload at the TDP
frequency. Turbo is a feature that allows those workloads to run at higher frequencies while
staying within the thermal and electrical specifications of the processor.

SAVX applications are not included in the base frequency on current server processors. Starting with
HSW ES5, a secondary “AVX P1” frequency was provided with each SKU to provide guidance for
high-power AVX workloads.
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Many traditional server processors have had TDP power in the range of ~30 W to
~150 W. Microservers push TDPs much lower—down to ~5 W. Although it is possible
to build processors with larger TDPs, these tend to be more challenging to work with.
Larger heat densities can be difficult to cool efficiently and make cost effective. It is also
possible to have larger processor dies that have less heat density, but these dies can also
be challenging to manufacture efficiently.

Some client processors have adopted a concept called Scenario Design Power (SDP).
This concept suggests that designing for the TDP may result in over-design in certain
usage models. SDP attempts to provide OEMs with guidance about the thermal needs of
certain constrained usage models. SDP has not been adopted for any server products at
this time. Servers tend to rely on Turbo to reduce exposure to any platform
over-design caused by designing to TDP.

CPU Design Building Blocks

The CPU architecture is constructed with a mix of analog and digital components. Analog
design is typically used for designing the off-chip communication (such as the circuits
that implement PCle and DDR 1/0), whereas the bulk of the remaining system is built out
of digital logic.

Digital Synchronous Logic and Clocks

The bulk of the computation performed by CPUs is done by digital synchronous logic.
Synchronous designs can be thought of as large pipelines. Tasks are broken up into
subsets of work (see Figure 2-5). Groups of logic gates (implemented with transistors)
take input data (1s and 0s) and calculate a set of output data. It takes time for the
transistors to compute the answer from an input set, and during that time, it is desirable
for that input data to be stable. Flops store state for logic while it computes and store the
output data when it is ready for the next set of logic. Clocks, distributed throughout the
CPU, tell these flops when they should latch the data coming into them.

= = =

—
Clock F

Figure 2-5. Digital synchronous logic

When people think of CPUs, they generally think about all the logic inside the CPUs
that conceptually does all the work. However, clocks are necessary to all these digital
circuits and are spread throughout the CPU. Clocks are typically driven by phased-locked
loops (PLLs), although it is also possible to use other simpler circuits, such as a ring
oscillators. Many modern PLL designs provide configurability that allows them to be
locked at different frequencies. It takes time (generally measured in microseconds)
tolock a PLL at a target frequency.
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SRAM and eDRAM

Static random-access memory (SRAM or static RAM) is a block of logic that is used to
store data. Most caches are built based on SRAM designs, and therefore SRAM commonly
makes up a large percentage of the CPU die. Dynamic RAM (DRAM) is another type of
logic that can be used to store data, and it is used for DDR devices.

SRAM is much larger in size than DRAM and consumes more power per byte of data,
but it is also much faster to access and easier to design with. Unlike DRAW,, it is built with
similar manufacturing techniques to normal CPU logic, making it more amenable to
integration into a single CPU die with other logic. It is possible to build large caches using
embedded DRAM (eDRAM). eDRAM is used in Haswell E3 servers.

1/0

I/0 circuits provide the capabilities for communication on and off a die. For example,
these circuits are used for DDR, PCle, and coherent interconnects like QPI. Most
interconnects are parallel—transmitting multiple bits of data simultaneously. However,
some serial interconnects still exist for low-bandwidth communication with various
platform agents like voltage regulators.

There are two main types of I/O that can be used: differential signaling and single-
ended signaling. Single-ended signaling is the simplest method for communicating with
I/0. Conceptually, to transmit N bits of parallel data, N + 1 wires are required. One wire
holds a reference voltage (commonly 0 V ground) whereas the others transmit binary
data with a predefined higher voltage representing a 1. Differential signaling is more
complicated, using a pair of wires (called a differential pair) to transmit a single bit of
data. Differential signaling is less exposed to noise and other transmission issues, and
therefore it provides a mechanism to reach higher frequencies and transmission rates.
However, differential signaling requires roughly twice the platform routing compared to
single-ended signaling and also tend to consume more power—even when they are not
actively transmitting useful data.

Intel Server Processors

Throughout this chapter, various recent Intel server processors will be referred to by their
codenames in an attempt to illustrate the progression of the technologies. Figure 2-6
illustrates the progression of the Intel server processors. Each major server processor
generation is shown in a box with its major characteristics (number of supported

sockets, number of cores, and process technology). Groups of processors with similar
architectures have been grouped together with different shades of gray boxes. As an
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example, the Sandy Bridge-E5, Ivy Bridge-E5, and Ivy Bridge-E7 processors are all based
on a similar architecture, which is separate from the single-socket Sandy Bridge-E3 and
Ivy Bridge-E3 processors.

Centerton (32 nm) Avoton (22 nm)
Sockets: up to 1 Sockets: 1
Nehalem (45 nm) Westmere (32 nm) Sandy Bridge-E3 (32 nm) Ivy Bridge-E3 (22 nm) Haswell-E3 (22 nm)
Sockets: 1-2 Sockets: 1-2 Sockets: 1 Sockets: 1 Sockets: 1

Haswell-E5 (22 nm)
Cores: up to 18 (HSW)
Sockets: 1-4
Beckton (45 nm) Westmere-EX (32 nm) Haswell-E7 (22 nm)

Cores: up to 8 (NHM) Cores: up to 10 (WSM) Cores: up to 18 (HSW)
Sockets: up to 8 Sockets: up to 8 Sockets: up to 8

Time

Figure 2-6. Intel server processor progression

It is important to note that the E3 products are based on desktop processor
architecture and are therefore limited to a single socket and lower core counts. At the
same time, they have much earlier time to market than the E5 and E7 processors. So,
although a Haswell-E3 and Haswell-E5 share the same core design, the uncore design is
different.

Introduction to Power

One of the first topics taught in electrical engineering is Power = Current * Voltage (P =1*V).
You can think of power as a pipe with water flowing through it. Current is effectively how
fast the water is flowing, whereas the voltage is the size of the pipe. If you have a small pipe
(low voltage), it is difficult to move a lot of water (electricity). Similarly, if you can slow down
how fast the water flows, you can reduce your water usage. Power management in a CPU
is all about efficiently (and dynamically) controlling both current and voltage in order to
minimize power while providing the performance that is desired by the end user.

Figure 2-7 illustrates a conceptual hierarchy of where power goes from the wall down
to the circuits inside the CPU. This section will primarily explore the CPU and memory
power components.

33



CHAPTER 2 CPU POWER MANAGEMENT

Wall Power

Platform Power

Memory

CPU Power
Logic
Dynamic

Leakage Clocks Logic Power Delivery

PCle Devices
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J
lllustration. Not drawn to scale.
Figure 2-7. Wall power breakdown illustration
Table 2-5 provides a summary of some common power terms.

Table 2-5. Common Power Terms

Term Abbreviation  Description

Voltage A% Voltage is the electrical potential difference
between two points.

Current (amps) A Current is the rate at which the energy flows.

Capacitance C Capacitance is the ability of a system to store an
electrical charge. Batteries can be thought of as
large capacitors that store charge.

Frequency f Frequency refers to number of transitions in a unit

of time. In processors, this generally refers to the
rate at which the clock is toggling.

Energy (joules) ] Joules are a unit of energy or work. It does not
matter how fast or slow the work is done—just how
much work it takes.

Power (watts) A\ Power is a measurement of energy over time.
Doing the same amount of work in half the time
requires twice the power.

CPU Power Breakdown

The CPU power can conceptually be broken into
e  Thelogic power (executing the instructions)
e  The I/O power (connecting the CPU to the outside world)

These can be broken down further as described in the following sections.
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Logic Power

When the logic in the CPU transitions between 0 and 1, power is consumed. The
transistors are effectively each little tiny capacitors that are charging and discharging (and
expending power in the process). This is referred to as the active power of the CPU.

There are two components to active power:

e  Power consumed by the clocks that run throughout the CPU.

e  Power consumed by the actual logic that is performing
computation.

Only a subset of the bits in the CPU transition between 0 and 1 in a given cycle.
Different workloads exhibit different switching rates. This leads to the application ratio
(AR) value in the equation, which modulates the active power. For example, it is common
for certain types of workloads to not perform floating point math. In these workloads, the
floating point logic is unused and will not transition and consume active power.

Leakage power can be thought of as the charge that is lost inside of the CPU to keep
the transistors powered on. The equations for leakage are more complicated than for
active power, but conceptually it is simple: leakage power increases exponentially with
both voltage and temperature.

The breakdown between leakage and dynamic power is very sensitive to the
workload, processor, process generation, and operating conditions. Dynamic power
typically contributes a larger percentage of the CPU power, particularly when the
processor is running at a high utilization.

Table 2-6 summarizes the CPU logic power breakdown.

Table 2-6. CPU Logic Power Breakdown

Component Conceptual Equations  Description
Active power I~C*V*f*AR Active power can be thought of as the
P~C*V*f*AR power consumed to toggle transistors
between 1s and 0s.
Leakage power [~e'*¢ Leakage power can be thought of as the
P-V*(e'*e) charge that is lost inside of the CPU to

keep the transistors powered on.

I/0 Power

Running high bandwidth interconnects that are common in modern CPU designs can

contribute a large percentage of the CPU power. This is particularly true in the emerging

low-power microserver space. In some of these products, the percentage of power

consumed on I/0 devices tends to be a larger percentage of the overall SoC power.
There are conceptually two types of I/O devices: those that consume power in

a manner that is proportional to the amount of bandwidth that they are transmitting

(DDR), and those that consume an (almost) constant power when awake (PCle/QPI).
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I/0 interfaces also have active and leakage power, but it is useful to separate them
out for power management discussions. The switching rate in traditional I/O interfaces is
directly proportional to the bandwidth of data flowing through that interconnect.

In order to transmit data at very high frequencies, many modern I/O devices have
moved to differential signaling. A pair of physical wires is used to communicate a single
piece of information. In addition to using multiple wires to transmit a single bit of data,
typically the protocols for these lanes are designed to toggle frequently and continuously
in order to improve signal integrity. As a result, even at low utilizations, the bits continue
to toggle, making the power largely insensitive to bandwidth.

Table 2-7 summarizes the types of I/O power.

Table 2-7. Types of I/0 Power

Component Conceptual Equations  Description

Traditional I/O power I~BW*V*f Traditional I/O components
typically exhibit power utilization
that is a function of their
bandwidth (utilization) along with
voltage and frequency.

Example: DDR3/4 data and

command busses
Differential signaling I~-V*f Differential signaling I/O power is
1/0 power a function of voltage and frequency

but is generally not sensitive to
bandwidth (utilization).

Examples: PCle, Ethernet, and Intel
QPI all use differential signaling to
transmit data.

Frequency, Voltage, and Temperature Interactions

Although power can easily be thought of as a function of voltage, frequency, and
temperature, each of these components has an impact on the way that the others behave.
Thus, their interaction with each other is also of relevance to energy efficiency.

In order to increase the frequency of a system, you must also increase the voltage.
The voltage required to run a circuit tends to increase with the square of the frequency
(see Figure 2-8). This relationship is critical to power efficiency and understanding
power management. At some low frequencies, it is possible to change the frequency with
only a small (if any) impact to voltage and relatively small increases in overall power.
At higher frequencies, a large increase in voltage is required to get just a small increase
in frequency. The exact relationship between these two components is based on the
transistor design. There are varied manufacturing and design techniques that are used
to select the operating voltage at different frequency points. So, although conceptually
voltage scales with the square of the frequency, this is not always how real systems
operate in production.
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Voltage

Frequency

Figure 2-8. Voltage/frequency relationships

Different transistor designs and process technologies have different characteristics.
Transistors that can achieve higher frequencies must trade off low-power characteristics.
These are commonly used in high-power server CPU designs. On the other hand,
transistors can be optimized for low leakage and low-power operation, trading off high
frequency operation. This type of transistor is used in phone, tablet, and laptop devices.
They can also be used in microservers and other low-power servers. Both types of
transistors can be used to build power efficient CPUs and data centers.

Note Executing at a lower voltage and frequency (and power) does not necessarily
make a system more power efficient. Rather, the most efficient operating point tends to exist
around the “knee” of the exponential curve (or slightly to the right of the knee). A common
misconception is that the lower the frequency and the lower the power, the more efficient
the operation. This is commonly incorrect, particularly when power is measured at the wall.
It is also possible to build very power efficient data centers using both low-power CPUs
leveraging power-optimized transistors and higher power CPUs based on frequency
optimized transistors.

Leakage current is exponentially sensitive to temperature. Traditionally, increases
in temperature have resulted in higher power as a result of increases in leakage current.
However, leakage power has trended down in recent process generations. The result is
that there is less sensitivity to temperature.

There is another phenomenon called inverse temperature dependence (ITD).

As temperature goes down, the voltage required to operate a transistor at a given
frequency can increase. This behavior is most pronounced at lower voltages. In high-
power server CPUs, this phenomenon typically does not impact peak performance or
power, since voltage and temperature in these situations are high enough that there is
minimal if any ITD compensation required. However, ITD can become more significant
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in low-power CPUs that operate at lower voltages, frequencies, and temperatures. The
ITD phenomenon has been known for many years but may become more notable as
leakage power is driven down. Historically, as temperatures decreased, leakage power
dropped more than the increase in power from ITD. On products with very low levels of
leakage power, ITD effects could result in increased net power at low temperatures.

Power-Saving Techniques

Now that we have looked at the basics of where power goes in the data center, we will
investigate some of the high-level techniques for achieving power efficiency. There are
two conceptual ways to save power:

e  Turn it off.
e  Turn it down.

Different components in the data center and CPU have different techniques for
performing each of these two operations. The rest of this chapter will go into some of the
details of those techniques.

Turn It Off

Turning off the lights in your house is a very effective way to save power. When CFL light
bulbs first were introduced to the market, many were unhappy with the long time it took
for them to provide the desired amount of light quickly. In a CPU, similar issues arise.
There are different levels of “off,” and the tradeoffs are made between saving power and
how quickly different subcomponents are available when desired (see Table 2-8).

Table 2-8. Turning Logic Power Off

Component Wake Latency Description

Clock gating ~10nsto ~1 ps Stop the clocks, saving active power

Power gating  ~1to 10 us Removes all power, saving both leakage and active
power

Synchronous design used in modern CPUs depends on clocks to be routed
throughout the logic. If a given block of logic is not in use, the clocks going to that logic do
not need to be driven. Clock gating is the act of stopping the clocks to a given block of logic
to save power. By gating the clocks, both the power of the clocks themselves can be saved,
as well as any other dynamic power in the logic (since it cannot transition without clocks).

Clock gating can be performed at a wide range of granularities. For example, a single
adder could be clock gated if not in use, or an entire core could be clock gated. Clock
gating can be performed autonomously by the hardware when it detects logic is not in
use, or it can be performed with software intervention. When clocks to a block of logic are
gated, the dynamic power of that block is driven down close to zero, whereas the leakage
power is not impacted. State (information) in the circuit is maintained.
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Power gating is a technique that allows both leakage and active power to be saved.
However, it takes much longer to wake the circuits back up compared to clock gating. In
addition to preventing transistor state transitions, power gating removes all power from
a circuit so that leakage power is also driven to zero. State is lost with power gating, so
special actions (like save/restore or retention flops) must be used in conjunction with
power gating.

Turn It Down

Voltage has a significant impact on both the dynamic and leakage power of a circuit. By
reducing the voltage when performance is not required, power can be saved. Table 2-9
provides a summary of two common mechanisms for reducing voltage.

Table 2-9. Turning Logic Power Down by Reducing Voltage

Component Description

Voltage/frequency scaling If high frequency is not required, it can be dynamically
reduced in order to achieve a lower power level. When
frequency is reduced, it may also be possible to reduce the
voltage.

Retention voltage (Vret) The voltage required to maintain state in a circuit can be
lower than the voltage required to operate that circuit. For
example, maintaining data in a cache can be done with
much lower voltage than is required to read/write that data.

Decreasing the voltage to Vret is frequently paired with
clock gating in order to achieve a “middle ground”
between basic clock gating and power gating. Compared
to power gating, some leakage power continues to be
consumed, but state is maintained allowing for simpler
designs and faster wake latencies.

Note Voltage reduction is a critical piece to power savings. Leakage power scales
exponentially with voltage, and dynamic power scales about with the square of the voltage.

Power-Saving Strategies

One major challenge with power management algorithms is understanding how multiple
algorithms will impact one another. Saving power comes with some cost. For example, if
you put memory into a low-power state, it takes time to wake it back up in order to service
a memory request. While that request is waiting for memory to wake back up, something
else in the system is generally awake and waiting while consuming energy. Aggressively
saving power in one part of the system can actually result in a net power increase in the
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overall system if not done carefully. Features can be enabled that save power for their
subsystem at some overall performance cost and minimal to no overall power savings.
A good system design will hide these challenges from the end users and enable them to
get the most out of their system.

The platform characteristics can play a large role in determining “what’s best.” As
an example, in a system with 1 TB of memory connected across two sockets, a large
percentage of the platform power is spent in the memory. Aggressively using memory
power management here is generally a great idea. On the other hand, if a system only has
8 GB of memory and a single DIMM of memory, using memory power management can
only save a small amount of overall memory power and may increase platform power in
certain conditions because of increase active time in the IA cores. Chapter 8 will discuss
some of these tuning options and tradeoffs.

Race to Idle vs. Slow Down

When going on a road trip, cars are traditionally most efficient when running at about
60 mph. If you drive faster than that, the car will be active for a shorter amount of

time, its efficiency while active will be less, and it will consume more gas. If you drive
slower, gas may be consumed at a slower rate (in time), but the overall gas spent will
be larger because the car is active longer. At speeds higher than 60 mph, there is higher
wind resistance and drag on the car, and engines are typically not optimized to run as
efficiently. At lower speeds, the drag may be lower, but the engine is running below its
capabilities, making it less efficient.

Similar behavior can exist inside of a CPU. The speed of the car is similar to the
voltage/frequency of the CPU. Theoretically, you can achieve the best power efficiency by
cycling between the most efficient operating point and turning it off in order to supply the
desired level of performance. This strategy has traditionally been referred to as Race to
Idle or Race to Halt (HALT is a CPU instruction instructing a core to stop executing and go
into a power saving state).

The Race to Idle strategy has generally been shown to be inefficient in many server
usage models because the idle state consumes too much power due to its constraints.
Imagine that it would take one hour to start your car whenever you wanted to use it. If
you were using your car frequently throughout the day, you would just never turn the car
off. At night, it might be a great idea, but on a weekend filled with chores, you would be
unwilling to wait for your car to warm up. Similarly, a commuter with a fixed schedule
might be able to tolerate taking one hour to turn on their car in the morning (they could
turn it on before getting ready for work). This is because they know when they are going
to need it. A doctor who is “on call,” on the other hand, would not be able to tolerate this
because they may need to go into work at any time and would have zero tolerance for a
delay. So, even if they are able to rush through their tasks, they would have to leave the car
running when they were done with it.

Servers tend to be more like on-call doctors. They never know exactly when they
are going to be needed, and they need to be available quickly when they are needed.
Problems like network packet drops can occur if deep idle states are employed that
require long exit latencies. At times, servers know that they will not be needed
(i.e., the doctor goes on vacation). However, this is generally the exception rather than the
common case.
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Table 2-10 summarizes some of the different techniques that can be used to save
power in a server CPU.

Table 2-10. Power-Saving Strategy

Strategy

Driving Example

Server Application

Race to Idle

Jogto Idle

Slow and
Steady

Drive 100 mph taking rest stops

Drive 60 mph taking rest stops

Drive 45 mph continuously

The server runs at peak power and
performance in an attempt to get into
a deep power saving state.

This typically is not effective or
employed in server usage models.
Too much power is consumed in idle
states to make this effective, because
very deep idle states take too long to
wake up. It is difficult to predict when
to wake up accurately.

The server runs at an efficient
operating point that is still slightly
faster than required at a given point in
time and then attempts to get into an
idle state.

This technique theoretically sounds
good, but actually achieving periods
of idleness is challenging.

The server runs at the utilization

that it thinks it needs to in order to
complete the work that it has, with no
intention of trying to get breaks along
the way.

This is typically the most common
technique used in server power
management today due to the system
constraints preventing deep idle
power savings.

CPU Power and Performance States

There exist a number of standard techniques for turning logic off as well as lowering the
operating voltage inside of the CPU. This section will provide an overview of the power
management capabilities that exist in the CPU and then go into detail about how each of
the states performs under different environments. Table 2-11 provides an overview of the
different power management states that are covered in detail in the following pages.
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Table 2-11. Overview of CPU Power Management States

State

Granularity

Description

C-states

Package C-states

P-states

T-states

Core/thread

Package

Various

Core

Turning cores off and halting execution

of instructions: These states save power by
stopping execution on the core. Different
levels of C-state exist with varied amounts

of power savings and exit latency costs. C1

is the state with the shortest exit latency but
least power savings. Larger numbers, like C6,
imply deeper power savings and longer exit
latencies.

Turning off a subset of the package to save
power when it is idle: Package C-states kick
in when all cores are in a C-state other than
CO (active). Like with core C-states, there can
be multiple levels of package C-states that
provide tradeoffs between power savings and
exit latency. The package includes all the
cores as well as other package blocks, such

as shared caches, integrated PCle, memory
controllers, and so on. On Intel Xeon CPUs,
these states typically have exit latencies <40 ps
in order to avoid network packet drops.

Changing the frequency and voltage of a
subset of the system: Traditionally these
states have been focused on the cores,

but changing the frequencies of other
components of the CPU is also possible (such
as a shared L3 cache). Execution can continue
at varied performance and power levels when
using P-states.

Duty cycling the cores at a fixed interval:
T-states duty cycle the core execution to save
additional power. These states are generally
used for aggressive throttling when needed
for thermal, electrical, or power reasons. They
traditionally have not been used for power
efficiency.
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Table 2-11. (continued)

State Granularity Description

S-states Package Turning off the entire package (sleep state):
These states are most common in client and
workstation usage models, but can also be
applied in some server CPUs. They tend to
have very long exit latencies (seconds) but can
drive the power close to zero. SO represents
the active state and S5 the “off” state (with
multiples states in between).

G-states Platform Global states: These states refer to the power
state of the platform. These are similar to
S-states. G-states are generally not visible
to the end user and are used by platform
designers.

D-states Device Devices (PCle, SATA, etc.) in a powered-
down state: D-states are traditionally for
devices such as PCle cards and SATA and
refer to low-power states where the device is
powered down. D-states are not a focus on
servers.

C-States

C-states provide software with the ability to request that the CPU enters a low-power
state by turning off cores or other pieces of logic. A single CPU core may support multiple
software threads if it supports simultaneous multithreading (SMT). Each HW thread has
its own state and is given the opportunity to request different C-states. These are referred
to as thread C-states, and are denoted as TCx (where x is an integer). In order for a core to
enter a core C-state (denoted as CCx), each thread on that core must request that state or
deeper. For example, on a core that supports two threads, if either thread is in TCO, then
the core must be in CCO. If one thread is in TC3 and the other is in TC6, then the core
will be allowed to enter CC3. Thread C-states themselves save minimal, if any, power by
themselves, whereas core C-states can save significant power.

There are also package C-states, which can be entered when all the cores on that
package enter into a deep core state. These states are commonly denoted as PCx or PkgCx
(where x is an integer). At times, package state numbering is correlated to the state of the
cores on that package, but this is not a hard rule. For example, the PC2 state on certain
modern server processors is used when all cores on that package are in CC3 or CC6 states
but other constraints are preventing the system from entering into a state deeper than PC2.
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Thread C-States

Software requests C-states on a thread granularity. Minimal, if any, power savings actions
are taking when a thread enters into a thread C-state without also inducing a core C-state.
On CPUs that support SMT, these states are effectively a stepping stone to getting into
core C-states. On CPUs that do not support SMT, thread and core C-states are effectively
identical.

Core C-States

Core C-states determine if a core is on or off. Under normal execution, a core is said to
be in the CO state. When software (typically the OS) indicates that a logical processor
should go idle, it will enter into a C-state. Various wake events are possible that trigger the
core to begin executing code again (interrupts and timers are common examples).
Software provides hints to the CPU about what state it should go into (see Chapter 6
for more details). The MWAIT instruction, which tells the CPU to enter a C-state, includes
parameters about what state is desired. The CPU power management subsystem,
however, is allowed to perform whatever state it deems is optimal (this is referred to as
C-state demotion).
Table 2-12 shows the C-state definitions from the Sandy Bridge, Ivy Bridge, and
Haswell CPUs. There are no hard rules about how these states are named, but with a
product line across generations, these definitions exhibit minimal changes.

Table 2-12. Core C-State Examples

Core C-State ~ Wake Latency Description

CCo N/A The active state (code executing): At least
one thread is actively executing in this state.
Autonomous clock gating is common for
unused logic blocks.

CC1 ~1ps Core clock gated: In CC1, the core clocks are
(mostly) gated. Some clocks may still be active
(for example, to service external snoops), but
dynamic power is driven close to zero. Core
caches and TLBs are maintained, coherent,
and available.

CCle ~1 ps + frequency Enhanced C1—hint to drop voltage: CCle is
transition effectively the same as C1, except it provides
a hint to the global voltage/frequency control
that V/f can be reduced to save additional
power.

(continued)
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Table 2-12. (continued)

Core C-State ~ Wake Latency Description

CC3 ~50-100 ps Clocks gated and request for retention
voltage: Processor state is maintained, but
voltage is allowed to drop to Vret. L1 + L2 (core)
caches are flushed. Core TLBs are flushed.

CCe6 ~50-100 ps Power gating: The core is power gated (voltage
at 0). L1 + L2 (core) caches are flushed. Core
TLBs are flushed. Processor state is saved
outside the core (and restored on a wake).

CC7-CC10 Various CC6 with extra savings outside the core:
Additional states deeper than CC6 exist on
certain CPUs. These states are generally not
supported on server processors today due to
their long latencies.

Core CO

Core CO0 (CCO0) is the active state when cores are executing one or more threads. The
core’s caches are all available. Autonomous power savings actions, such as clock gating,
are possible and common. For example, it may be possible to clock gate floating point
logic if integer code is being executed.

Core C1 and Cle

Core C1 (CC1) is the core sleep state with the fastest exit latency. Clock gating is
performed on a large portion of the logic, but all of the core state is maintained (caches,
TLBs, etc.). Some logic is typically still active to support snooping of the core caches
to maintain coherency. Core Cl is a state that the core can enter and exit without
interacting with the PCU. This enables fast transitions, but also prevents the global power
management algorithms from taking advantage of this state for some optimizations.
Core Cle is a similar state, except that it provides a hint that the core can be reduced
to a lower voltage/frequency as well. Although the exit from C1 and Cle are both
about the same latency, it does take some time to ramp the core back to the requested
frequency after the wake. The Cle state is generally achieved at the package granularity.
In other words, all cores on a socket must first enter a Cle or deeper state prior to
dropping the voltage/frequency on any core requesting Cle.

Core C3

Core C3 (CC3) provides gated clocks and a request to drop the voltage to retention
voltage. It is conceptually a lower voltage version of Cle that does not require a frequency
transition. C3 does, however, flush the core caches and core TLBs. It also has a much
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longer wakeup latency than Cle. CC3 entrance and exits are coordinated with the PCU, so
additional optimizations can take further advantage of this state (more later).

Core C6

Core C6 (CC6) saves a large amount of power by power gating the core. This requires the
core to flush its state out including its caches and TLBs. Core C6 has a longer wakeup
latency than CC3 (generally twice as long) because it must relock the PLL and ungate the
power, but it can also save significantly more power than CC3 or Cle (the exact amounts
vary significantly from product to product). This is the deepest possible power saving
state for the core itself.

Note CC6 is the workhorse on servers for major idle power savings. CC1 is useful for
saving power during short idle periods, or on systems where the latency requirements preclude
the use of CC6. The CC3 state has generally shown minimal value in practice in servers.

The performance impact of this state is similar to that of CC6 because of the cache flush, and
dropping the voltage to Vret only occurs when all cores in the voltage domain agree to do so.

Core C7 (and up)

States deeper than CC6 are productized on many client devices. The core itself does
not have any states deeper than power gating and CC6, but these deeper states can

be requested by software and they provide a hint to the global power management
algorithms about the potential for package-scoped power management optimizations
(like flushing a shared L3 cache).

Note States deeper than CC6 have generally been challenged on servers,® because
the server software environments rarely become completely idle. Flushing the L3 cache,
for example, has non-trivial memory energy cost (both on entry and wake), and also results
in longer wake periods on short wake events (because all data/code must be fetched from
memory). These additional power costs tend to significantly offset (or even exceed) the
power savings allowed by flushing the cache. Servers also tend to have much lower levels
of latency tolerance, making further optimizations challenging.

*There was some confusion on the Sandy Bridge and Ivy Bridge generations because the CC7 state
was enumerated in CPUID to software on Sandy Bridge, and then removed on Ivy Bridge. The CC7
state on Sandy Bridge E5 had identical power savings characteristics to CC6. As a result, to avoid
long-term confusion, the CC7 state was removed on Ivy Bridge and does not exist on Haswell ES or
Avoton.
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C-State Demotion

The PCU can demote C-state requests made by software and decide to enter into more
shallow states if it believes that the OS is asking for states that are sub-optimal. Early
versions of software C-state control at times made overly aggressive requests for C-states
when they were enabled, exposing some customers to performance degradation with
C-states. In an attempt to resolve these concerns, C-state demotion was added into the
PCU firmware in an attempt to prevent entry into deep C-states when it was determined
by the processor that it could be detrimental to either performance or power efficiency.
The details of these algorithms are not disclosed, and different algorithms have been
deployed on different product generations. Although the PCU has worked to reduce the
exposure to C-state performance degradation, operating systems have also tuned their
selection algorithms to reduce their own exposure to performance degradation.

Early implementations of core C-state required OS software to save and restore both
the time stamp counter (TSC) and local APIC timers. Recent processors have removed
this requirement, and most of the work for entering a C-state and waking back up is
handled autonomously by the CPU hardware and firmware.

Package C-States

When an entire CPU is idle, it can be placed into a package C-state in order to save
additional power beyond what is possible with the subcomponents individually. These
states are targeted at idle (or close to idle) conditions. The exact definition of these package
states (what is turned off, and what the requirements are to do so) changes from CPU to
CPU and generation to generation. However, the high-level concept remains the same.

When a CPU enters a deep package C-state, memory is no longer available to devices
connected to the CPU (such as the network card). Intel servers commonly target a worst
case of about 40 microseconds in order to restore the path to main memory for PCle
devices.

Table 2-13 provides an example of the package C-state definitions that are used
across the Sandy Bridge, Ivy Bridge, and Haswell Server generations. Avoton did not
implement package C-states and was able to achieve very low idle power without the
need for a separate state managed by the power control unit. Instead, the power savings
optimizations for idle power were implemented autonomously in the various IPs
throughout the SoC.
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Table 2-13. Package C-State Examples

Package
C-State

Core C-States

Path to Memory

Description

PCoO

PCle

pPC2

PC3

PC6

pPC7

Atleast one in
CCo.

None in CC0/
CCl1. At least one
in CCle.

All cores in
CC3/CcCe.

All cores in CC3/
CC6. At least one
in CC3.

All cores in CC6.

All cores in CC7.

Available

Available

Available

Not available

Not available

Not available

The active state (code executing).
No package-scoped power savings.

All cores have entered Cle or
deeper states, allowing the
opportunity for the voltage and
frequency to drop. At least one
core is still in Cle, preventing more
aggressive power savings.

All cores are in CC3/CC6, but PCle
or a remote socket is still active.
The shared uncore must still be
active to support these other traffic
sources. Minimal package-scoped
optimizations can be performed
here. The actions in this state are
effectively identical to PCle.

All cores are in CC3/CC6 and other
traffic sources (PCle and remote
sockets) are also idle. Package
scoped operations, such as deep
memory self-refresh or uncore Vret
are possible.

Same as PC3, except no cores are
in CC3. Additional more aggressive
power savings may be possible. On
Ivy Bridge EP, for example, the L3
cache was only taken to retention
voltage in PC6 and not in PC3.

Same as PC6, except the L3 cache is
also flushed.

Note The PC7 state has not been productized in many server processors (though it
has been evaluated). Flushing the L3 cache costs memory energy and also causes any
short-term core wakeups to take significantly longer, as all data/code must be fetched from
memory. These added costs tend to significantly reduce the power savings that can be
achieved with such a state, while also leaving the user with a longer wakeup latency.
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Module C-States

A module refers to a collection of cores that share resources. On Intel Atom-based server
processors such as Avoton, groups of two cores share a single L2 cache. Other groupings are
theoretically possible, such as sharing a single voltage/frequency domain. C-states are also
possible at the module level and are commonly referred to as MCx (where x is an integer).

Note Module C-states have not been used as aggressively as core and package
C-states in production on servers due to challenges in finding energy-efficient
optimizations with them in server environments. These issues are similar to those observed
with the flushed L3 cache in package C-states.

P-States

P-states were invented in order to dynamically reduce (or increase) the CPU operating
voltage and frequency to match the needs of the user at a given point in time. Running at
lower frequencies results in lower performance and longer latency to complete the same
amount of work. However, it may be possible to complete a required amount of work with
lower energy. A good example is a web server running a news web site. At 3:00 a.m., itis
unlikely that many people will be accessing the data on that webserver. By running at a lower
voltage/frequency, power can be saved. Each web request transaction on that CPU will

take longer to complete, but in many cases the latency delta is so small relative to network
transfer latencies that the customer will never notice. As the system load begins to increase,
the frequency can be increased to meet the higher level of demand while a continued
quality of service is maintained. The operating system has traditionally been responsible for
selecting which frequency the system should operate at. See Chapter 6 for more details.

Note As shown in Figure 2-8, the voltage savings from decreasing frequency shrinks at
lower frequencies (and eventually becomes zero). Decreasing frequencies past the point of
voltage scaling is possible, but it tends to be inefficient. Users are better off using C-states
at this point to save power. As a result, processors have a minimum supported operating
frequency (called Pn) and may not expose lower frequencies to the operating system or allow
lower frequencies to be requested.

P-states have since been extended to also transition voltage/frequency on other
domains in order to save additional power. In some modern servers, the L3 cache and
on-chip interconnect contribute non-trivial power to the CPU, and it is desirable to
reduce the V/f of this domain when high performance is not required.

P-states are managed as a ratio of a base clock frequency (bclk). On the Nehalem
generation, the bclk ran at 133 MHz. If the OS requested a ratio of 20, then the system
would run at 2.66 GHz. All Xeon processors starting with Sandy Bridge have used a
100 MHz bclk. The Avoton architecture had a variable bclk that was based on the memory
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frequency of the system. Each different ratio is commonly referred to as a bin of frequency.
It is not possible to control frequency at granularity smaller than the bclk speed.

Voltage regulators (VRs) supply voltage to the CPU from the external platform
(see Chapter 4 for more details). Having a large number of VRs to supply different
voltages is expensive and challenging to manage/design. It is generally not power
efficient to reduce the frequency of a system without also reducing the voltage. As a result,
CPUs have supported a single variable voltage/frequency domain for the cores.

Note Having different cores on a CPU running at different frequencies but at the same
voltage is suboptimal because frequency scaling without voltage scaling tends to be
inefficient. As a result, most processors that are constrained to a single voltage domain for
the cores are designed to require those cores to all run at the same frequency at all times.

In Haswell, Intel introduced the Integrated Voltage Regulator (IVR). This enables
individual cores to have their own voltage (and therefore frequency) domains, enabling
efficient per core P-states (PCPS). Low-dropout regulators (LDOs) can also be used to
provide variable voltages across cores in a CPU with a single input voltage, but such a
technique has not been productized by Intel to date.

Table 2-14 illustrates the progression of P-states in recent generations. Changes and
innovation often occur on processors when a new platform is introduced since these
optimizations have a platform design impact.

Table 2-14. P-State Developments across Server Generations

Generation Base Clock Core P-States Uncore P-States Comments

Nehalem 133 MHz Onevariable  Static frequency
Westmere domain (based on SKU)
Sandy Bridge 100 MHz One variable ~ Same voltage/ Uncore V/f
Ivy Bridge domain frequency as core  scaling provides
domain significant power
savings at low
utilizations.
Avoton Variable One variable  Static frequency Uncore domain
based on domain (based on memory haslow power
memory speed) contribution (no
speed L3 cache).
Haswell E3 100 MHz One variable  One dedicated IVR used for
domain variable domain separate uncore
domain.
Haswell E5/E7 100 MHz Per core One dedicated IVR allows per core
variable variable domain control.
domains
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Per Socket P-States

Certain processors such as Sandy Bridge, Ivy Bridge, and Avoton provide a single voltage/
frequency domain across all cores on a socket. The target frequency is selected by looking
across the requested frequencies on each of the threads with voting rights and taking
the max of those frequencies. Voting rights are determined by the state that the thread
is in, and that varies across generations. For example, a thread that is in a TC6 state
may relinquish its voting rights on certain processor generations. It is important to note
that the target frequency is not always granted—other aspects of the systems, such as
temperature and power, may limit how high the frequency is able to go.
On Sandy Bridge and Ivy Bridge, voting rights were lost by any threads in
Cle/C3/Cé6 states. This had two effects on the system. First, when all threads went into
one of these C-states on a socket, no core on that socket would have voting rights and the
core frequency would drop to the minimum frequency. Secondly, if different cores were
requesting different frequencies, and a core requesting the highest frequency went to
sleep, it could result in a decrease in frequency to the next highest requested frequency.
Avoton used a different approach. All cores maintained voting rights even when they
were in Cle/C6 states (there was no C3 state on Avoton). However, a package Cle state
was also used, which detected certain conditions when all threads were in a C1 or deeper
state and would decrease the frequency to an efficient level.

Per Core P-States

Haswell E5/E7 provides the ability to independently change the frequency and voltage of
the individual cores in the CPU.” In this mode of operation, the target frequency of a given
core is simply the max of the requested frequency for the threads on the core. There is no
concept of voting rights here.

Many servers execute workloads (like web servers) that service small, discrete
“transactions.” As the transactions come into the system, they are forked out to the
various threads that service them. In this type of workload, different hardware cores
tend to observe imbalances in utilization. These imbalances are constantly shifting
and moving, but it is possible to take advantage of transient imbalances and reduce
the frequency on cores that are underutilized. Figure 2-9 provides an example of one
such workload. It compares management of P-states at the socket granularity (per
socket P-states, or PSPS) to the per core granularity (PCPS). On the x-axis is the system
utilization (with increasing utilization from left to right), and on the y-axis is the CPU
socket power.

"This capability is not available on HSW E3 products.
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Figure 2-9. Per core P-states (PCPS) vs. per socket P-states (PSPS)

When running different workloads on a system, it can be useful to execute them at
different frequencies. A common example of this is with virtualization. One user may
desire 100% of their virtualized resources, whereas another may be running at very
low utilization. PCPS allows the active user to ramp their voltage and frequency up
without imposing those power costs on the second user. A similar situation exists with
different types of workloads running on a system. If a subset of cores is being used for
some performance-critical task and are running at a high frequency while another core
periodically wakes up to service a daemon, there is no need to execute that daemon at
the high voltage/frequency point. When threads wake up and execute at a high voltage/
frequency, they theoretically can get into a deep C-state faster (mitigating the cost of
the high frequency, or even turning it into a net power savings). It is not uncommon
for server platforms to have a significant set of background software threads that can
perturb the system, it can cause threads to wake up frequently, thus preventing the use
of these deep C-states at moderate to high system utilizations. This behavior is much
less common on power-optimized consumer platforms where it would cause significant
battery life degradation (with or without PCPS).

Per core P-states are not always a huge win. A good example of this is with low-power
microservers. In microservers, it is common for the amount of power consumed by the
IA cores to be a smaller percentage of the overall platform power. It is also common for
these CPUs to run at lower frequencies with smaller voltage dynamic range. Without
good voltage scaling, you are better off racing to halt on an individual core and getting
into a deep C-state on that core rather than reducing the frequency and voltage of that
core alone.
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Uncore Frequency Scaling

The Nehalem and Westmere families of processors maintained a constant frequency in
the uncore. At low system utilizations (about 10%-40%), this was an inefficient operating
condition, because the L3 cache was kept at a higher frequency and voltage than
necessary. However, it provided generally consistent performance behavior.

On the Sandy Bridge and Ivy Bridge generations, the uncore and cores on a socket were
tied together into a single voltage/frequency domain. When the cores changed frequency,
the uncore (L3 cache) moved with them. This provided significantly better power efficiency
at low system utilizations, since the L3 cache voltage was reduced, saving leakage power. In
addition to this, many server workloads saw improved frequency scaling efficiency (larger
performance increases by increasing frequency).

On Haswell, the cores and uncore were moved to separate variable voltage/
frequency domains. This allows the system to take advantage of all the benefits of a
variable uncore domain, while also allowing for improved power efficiency. For example,
if one socket in a two-socket system desires high performance and the second socket is
idle, it informs the second socket that it is in a high-performance mode. The idle socket is
then able to increase the frequency of its uncore in order to supply the best memory and
snoop latencies to the high-performance socket without increasing the voltage/frequency
of the idle cores on that idle socket. This feature is called perf p-limit. Similar behavior is
possible when high performance is required by PCle.

Avoton does not have an L3 cache or a high-power uncore like is commonly found
on Xeon processors. As a result, managing the uncore frequency is simply not worth the
cost in that case.

Turbo

CPU server platforms are typically designed to provide sufficient cooling for relatively
worst-case real workloads and power delivery capabilities. In servers, the vast majority
of the workloads that are typically run on these systems run well below these constraints
that they are designed for. Turbo was introduced to take advantage of this dynamic
headroom. It increases the operating frequency of the CPU in order to take advantage of
any headroom for

. Power
e  Thermals
e  Electricals

In order to provide additional frequency beyond the base frequency of the unit,
headroom must exist in each of these three major areas. The amount of Turbo that can be
achieved is dependent on the thermals of the platform/data center, the workload being
run, and even the specific unit.
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Turbo Architecture

The Turbo architecture/micro-architecture is largely shared across the Intel product lines
(from phones/tablets up to E7 servers). However, the behavior of these algorithms has
generally been different in each domain. In consumer devices (laptops, tablets, etc.), it

is not uncommon for users to require short-term performance boosts. These platforms
are also frequently thermally constrained. Turbo provides additional performance while
the temperature increases (both internal to the CPU as well as on the device “skin” that
people touch). With some workloads, the thermal capacity will eventually run out, and
the CPU must throttle back its frequency in order to stay within the thermal constraints of
the platform. The Turbo architecture introduced in the Sandy Bridge generation (called
Turbo 2.0 or Running Average Power Limit [RAPL]) attempted to model these thermal
characteristics and provide a mechanism for staying within a desired thermal constraint,
both in the actual CPU as well as at the platform. On servers, it is not uncommon for
certain workloads to sustain high levels of Turbo frequency indefinitely.

Power/Thermal Limits

Thermal constraints generally track directly with power usage over long-time constants.
A laptop, for example, can dissipate a certain amount of power/heat without changing
temperature. Use more power, and the laptop will heat up; use less, and it will cool
down. The Turbo algorithms model these behaviors and constrain power over thermally
significant time constants (usually seconds) in order to stay within the desired thermal
envelope. These same algorithms exist in servers and work to keep the CPU within a
desired power/thermal envelope. See the section “T-States” for more details.

Thermal Protection

In addition to controlling thermals through power limiting, the CPU provides thermal
management routines that keep the CPU operating within its thermal specifications.
These thermal algorithms are enforced during Turbo as well. They are documented in
“CPU Thermal Management” section.

Electrical Protection

Although both power and thermals can generally be dealt with reactively, electrical
constraints are generally less forgiving. The power delivery of the platform has a maximum
current that it can supply (called ICCMAX). This limit typically comes from the voltage
regulators (both IVR and MBVR), but CPU package and socket constraints are also
involved. Exceeding the ICCMAX of a VR for shorts periods of time (microseconds) can
result in a voltage droop and a system failure. These time constants are too fast to detect
and react to reliably today, and as a result, a combination of proactive enforcement and
platform design constraints must be used to prevent system failure. The Turbo algorithm
has an electrical design point (EDP) limit that detects when it may be possible to exceed
the ICCMAX of the processor and reduces frequency proactively to avoid these problems.
Typical workloads will see little to no EDP throttling, because the CPUs are tested to
ensure that it is possible to electrically achieve maximum Turbo under most conditions.
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The big exception to this rule is with advanced vector extensions (AVX) workloads.
AVX is a set of wide-vector instructions targeted primarily at high-performance
computing and other math-heavy applications. These instructions have the potential
to consume significant power and pull significant current. As a result, when AVX
instructions are in use, the EDP algorithm can push the frequency down by one or
more frequency bins. AVX can significantly improve both performance and power/
performance efficiency, but it can also reduce overall performance if only lightly used.

Note AVX has the potential to consume significant power when used. However, when
it is not in use, much of the logic can be automatically (and dynamically) gated off, and the
CPU does not need to take AVX into account for electrical protection calculations. There are
generally no BIOS knobs or OS knobs to disable AVX, since it has minimal cost to workloads
that do not make use of it.

Table 2-15 illustrates the behavior of EDP across generations. In Sandy Bridge, EDP
did not exhibit a significant impact on system behavior. On Ivy Bridge, EDP throttling was
more common. This throttling was applied across the entire socket. In other words, if one
core was using AVX, all cores were throttled to stay within the limits. Haswell operates in
a manner similar to Ivy Bridge. However, separate constraints were included that defined
the level of Turbo that was possible when AVX was active.

Table 2-15. Turbo Electrical Protection Across Generations

Generation EDP Throttling

Sandy Bridge E5 Not common. Applied per socket.

Ivy Bridge E5 Common with AVX. Applied per socket.

Haswell E5 Common with AVX. Applied per socket. Hard limits on Turbo
applied for AVX codes.?

Avoton None.

C-States and Turbo

C-states not only save power but also can provide additional performance when used
with Turbo. By placing cores into deep C-states (C3 or deeper), it can be possible to grant
higher Turbo frequencies. Not only do C-states save power that can be spent on Turbo,
but, when in a sleep state, the PCU knows that the cores cannot suddenly require high
current. This means that the platform ICCMAX constraints are divided up across fewer
cores, allowing them to achieve higher frequencies. This can be particularly useful in
workloads that have a mix of parallel and serial portions, because the serial portions

8See www. intel.com/content/dam/www/public/us/en/documents/white-papers/
performance-xeon-e5-v3-advanced-vector-extensions-paper.pdf.
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can achieve higher frequencies and complete faster. The core Cle and C1 states are not
negotiated with the global PCU in order to provide fast wake and sleep responsiveness.
They also do not reduce the voltage, and some hardware continues to operate (such as
the path to snoop the caches that are not flushed). As a result, use of the C1 and Cle states
can slightly improve Turbo performance by saving power, but additional Turbo bins are
not made available.

Note C-states commonly increase peak performance of certain workloads when used
in conjunction with Turbo by allowing higher frequencies to be achieved when the number of
active software threads is less than the number of available hardware threads.

Fused Turbo Frequencies

Each processor SKU is fused with a base (P1) frequency as well as a max Turbo (P0)
frequency. In addition to these two points, limits are commonly imposed on Turbo
depending on the number of active cores. For example, an 8-core CPU may have base
frequency of 2.8 GHz and a maximum Turbo frequency of 3.6 GHz, but it may only be
allowed to achieve a frequency of 3.2 GHz if all of the cores are active, or a frequency of
3.4 GHz if four cores are active. Many server workloads make use of all available cores
while running with Turbo and are therefore limited to the all-core Turbo frequency (POn
frequency). The supported maximum Turbo frequencies for different numbers of active
cores are referred to as the Turbo schedule. On Haswell, the Turbo schedule concept was
extended to AVX. In addition to the legacy Turbo schedule, an additional set of fused
limits was added and applied when AVX workloads are active.

T-States

T-states provide a mechanism to duty-cycle’ the core in order to achieve even lower levels
of power savings than are possible with P-states without depending on the operating
system to request a C-state with MWAIT. T-states are a very inefficient way to save power
and are generally used exclusively in catastrophic situations to avoid system shutdown

or crash. T-states can be requested by the operating system or entered autonomously by
the CPU when it detects severe thermal or power constraints. Modern operating systems
do not make use of the T-state request infrastructure, but it is maintained for legacy
purposes.

T-states are generally implemented using course-grained duty cycling between a
C1-like state and CO state (10s to 100s of microseconds of clocks being gated, followed by
a period of being active). However, it is also possible to use fine-grained clock modulation
(or clock duty cycling) to implement these states, or course-grained duty cycle with
deeper C-states.

T-states technically also include frequency reduction below the point where voltage reduction
is possible.
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S-States and G-States

S-states and G-states provide deep power management at the platform level. S-states
are software (and end-user) visible, while G-states are targeted primarily at platform
designers. Software must request for a CPU to enter into an S-state, and a wakeup from
an S-state requires software (BIOS and OS) support. This is different from package states
where the wake is managed entirely by the CPU. The S0/S4/S5 states are supported

by most server CPUs. S3 is generally more of a workstation and client feature and is

not supported by all server processors. Table 2-16 provides a summary of some of the
common S- and G-states.

Table 2-16. S-States and G-States

G-State S-State Description

GO S0 The CPU is powered on and managing its own
power.

G1 (sleeping) S1/S2 Legacy sleep states that have since been

replaced by package C-states.

S3 (suspend) CPU (mostly) turned off with state saved in
DRAM for fast wake (seconds).

S4 (hibernate) CPU completely turned off with state
maintained on drive for improved wakeup
latency.

G2 (soft off) S5 (soft off) CPU is completely turned off with no state
saved. Some minimal power still provided
by the PSU to enable wakeups (button press,
keyboard, WoL [Wake on LAN], etc.). Wake
from this state can take many seconds to
minutes.

S3 (mechanical off) N/A PSU is no longer providing any power. Some
minimal power may still exist for maintaining
the system clock or minimal otherwise volatile
states.

S0ix

SOix states provide power savings that are conceptually similar to package C-states. They
provide global optimizations to save large amounts of power at an idle state. There are
varied levels of SOix (today from S0il to S0i3) that provide successively deeper levels of
power savings with increasing exit latencies. The SOix terminology has predominantly
been used in consumer devices and not in servers. The exact definition of these different
states has (to date) changed from generation to generation.
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Running Average Power Limit (RAPL)

Imagine having a car that had a top speed of 35 mph, and whenever you tried to drive

the car faster than 35 mph, it would react by dropping the speed down to 32 mph. In

such a situation, it would be very difficult to sustain 35 mph. This is conceptually how
Turbo behaved on the Nehalem generation of processors. Whenever power exceeded the
allowed threshold, the frequency would be decreased in order to get back below the limit.
Frequency was managed on 133 MHz increments with only about 10 different options

for which frequency could be selected (imagine a gas pedal that had only 10 different
“options” for how hard you could press), causing the system to drop below the target max
power level. As a result, in workloads that were power constrained, it would be difficult to
make use of the full capabilities of the system.

Sandy Bridge introduced the concept of Running Average Power Limit (RAPL) for
controlling power usage on a platform to an average limit. RAPL is a closed loop control
algorithm that monitors power and controls frequency (and voltage). On prior generations,
the Turbo algorithm attempted to keep the power below a limit. Whenever power exceeded
that limit, frequency would be reduced in order to get it back under the limit as quickly as
possible. With RAPL, exceeding the power limit for short periods of time (usually up to a
few seconds) is okay. The goal of RAPL is to provide an average power at the desired limit
in a manner that will keep the system within the thermal/power constraints.

Platforms have a variety of different constraints that must be met in order to keep the
system stable. There are a variety of different thermal requirements (e.g., not over-heating
the CPU, VRs, PSU, memory, and other devices) as well as power delivery requirements
(e.g., staying under the ICCMAX of the VR). Many of these constraints will be discussed
in Chapter 4. RAPL provides capabilities for addressing a number (but not all of) of these
different constraints.

Different components/constraints in the platform have different power
requirements. Some constraints are loose—they can be broken for certain periods of
time. Others are hard constraints, and breaking them can lead to failures. Table 2-17
provides some examples of these constraints.
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Table 2-17. Platform Power Constraints Example

Platform Typical Power Notes

Constraint Constraint

Voltage ~2 times Exceeding the constraints of the voltage regulator
regulators TDP power for short periods of time (microseconds) can lead to

system failure. These limits are typically hard limits.

Power supply  ~1.2 times Power supplies and the platform can burst to
TDP power higher power levels for periods of time (typically
milliseconds). These time constants can be increased
with additional cost.

CPU thermals ~TDP power It typically takes time for the CPU to heat up. As a
result, exceeding the thermal power budget for a short
period of time can be acceptable (while the system
heats up). These time constants are platform- and
workloads-specific, and are typically in the hundreds
of milliseconds to seconds. The CPU will protect
itself if it detects that temperatures are exceeding the
specified limits.

RAPL is targeted at controlling a number of (but not all of) these requirements.
Different levels of RAPL provide protection for different time constants that are targeted
at different platform constraints (see Table 2-18). These capabilities have evolved over
time (see Table 2-19). RAPL provides one mechanism (PL1) for controlling average
power over thermally significant time constants (seconds). The goal is to maximize the
total power available while staying within the configured constraints. It also provides
additional mechanism (PL2/PL3) for controlling the system over much shorter time
constants in an attempt to stay within various power delivery constraints. These limits
are typically higher than PL1 but must be enforced over much smaller windows of time.
Unlike thermally constrained consumer platforms (like small form factor laptops), the
exact PL2 and PL3 values are generally less critical to overall system performance, and
typically are not aggressively tuned.

Table 2-18. RAPL Levels*

Level Time Constant Target Usage Example Configuration
PL1 Seconds Thermals + average power TDP

PL2 ~10 ms Thermals + power delivery ~1.2 times TDP

PL3 <10 ms with duty cycle Power delivery ~1.2 times TDP
ICCMAX Proactive Power delivery SKU specific

"Values in this table are provided as typical examples. They are not in any way hard limits, and the
values are all programmable by the system designer (within certain constraints).
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Table 2-19. RAPL Capabilities Across Product Generations

Product PL1/PL2 PL3 ICCMAX Memory

Sandy Bridge/ Supported Notsupported Static, decided at boot Per socket
Ivy Bridge

Haswell Supported  Supported" Dynamic control Per socket

Avoton Supported Notsupported Notsupported Not supported

Sandy Bridge implemented PL1 and PL2 time scales. By default, PL1 is set to the TDP
power of the processor/SKU, and PL2 is set to about 1.2 times TDP. Each of these limits
can be set statically (by BIOS) or controlled dynamically at runtime (through either PECI
or IA software). Any limits for PL1 set above the TDP power level will be clipped to TDP
(with the exception of high-end desktop processors that support overclocking). Although
this worked well in some usage models, supporting only PL1 and PL2 made it difficult
to use RAPL for power delivery protection. It was still deployed for data center power
budgeting and control, but guard bands were required.

Haswell extended the capabilities on Sandy Bridge to attempt to better address
short-term power delivery constraints. In addition to PL1/PL2, a third constraint (PL3)
was added to the system that can detect power excursions on shorter time constants
and throttle with deterministic duty cycles. This enabled less power delivery over-design
(particularly at the granularity of the PSU).

Sandy Bridge also enforced an ICCMAX limit. As discussed previously, ICCMAX
is enforced proactively so that it is never exceeded. On Haswell, ICCMAX became
programmable at runtime. This allowed for the data center management software to set a
hard limit on the max current/power that would never be exceeded.

Figure 2-10 provides an illustration of PL1 and PL2 in operation (not to scale). The
PL3 power level conceptually operates in a similar manner as PL2, just with more well-
defined behavior that is more amenable to platform design. The x-axis of both graphs
represents time. As time goes from left to right, different workload phases execute
(as shown by the “Activity” at the bottom of the chart). To start, the workload is in a low
activity phase (such as memory allocation). Despite frequency running high, the actual
power is low. In this phase, the temperature will generally be relatively lower, and the
control loop can acquire these power credits to spend later.

'PL3 was supported on HSW E5/E7. On this processor, the power level was shared with the PL2
power level. On HSW E3 PL3 used a separate configurable power level from PL2.
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Figure 2-10. Illustration of power-throttling with Turbo 2.0

Then, the workload transitions into a “heavy” phase. At the high frequency, the
heavy workload exceeds the PL2 level and is quickly throttled back down until it is below
PL2. It is then able to sustain a slightly lower frequency for a while despite the average
power being higher than PL1. The CPU is effectively spending the energy credits that
were saved up while the power was low. This is intended to model the thermal capacity
of the system. It is okay to run above the PL1 power for a while as the heat sink heats up.
Once those credits are used up, the frequency will drop further in order to sustain the PL1
average. The PL1 control loop will periodically increase and decrease the frequency such
that the running average matches the PL1 constraint.

Finally, the workload completes the heavy phase and transitions into a phase of
medium activity. The power drops as the activity reduces. After a short period, the control
loop acquires enough budget to begin increasing the frequency again. In this case, the
frequency stabilizes at the maximum supported frequency as the power consumed at that
level is below the PL1 constraint. This mode of operation is actually quite common on
many server workloads that consume less than the PL1 power even at the max supported
Turbo frequency.
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The RAPL concept can be applied to any power domain that supports power
reporting and a mechanism for providing throttling to control power. DRAM RAPL
provides an interface to control power to the DRAM domain. PP0 RAPL existed on the
Sandy Bridge and Ivy Bridge generations for controlling the power of the core power
domain (VCC). This was not found to be particularly useful in production and therefore
was removed in the Haswell E5 generation.

IMON and Digital Power Meter

In order to provide a closed-loop algorithm for RAPL, it is necessary to provide power-
measurement feedback. There are two high-level ways to do this: (1) measure the power/
current with an analog circuit, or (2) estimate the power using logic inside the CPU.
Voltage regulator current monitoring (VR IMON) is the primary option for number 1. As
the VRs supply current to the CPU, a circuit within the VR keeps track of an estimate of
the power. The CPU then periodically (usually ~100 us to ~1 ms) samples this reading
and calculates power from it. The alternative to this is to use a digital power meter to
implement number2.

VR IMON is generally significantly easier to implement/tune for the CPU but adds
some platform cost. For a single VR, these costs are generally small (much less than $1).
It does have the drawback that the VR circuit must be tuned for accuracy. The digital
power meter provides a mechanism to estimate power without the platform requirement.
Most server designs leverage VR IMON, because it provides good accuracy with lower
effort. The exception here is the CPU on Sandy Bridge and Ivy Bridge, which used the
digital power meter. VR IMON also typically includes some simplified digital power
meter for a subset of the die. For example, on Avoton, there are a large number of input
VRs. Many of those VRs supply a small and (generally) constant voltage/current to the
CPU. Rather than implement VR IMON on these rails (increasing platform cost and
design complexity), a simple digital power meter is used to estimate power for those
rails. Table 2-20 illustrates how power monitoring has evolved over recent processor
generations.

Table 2-20. Turbo Power Monitoring/Enforcement Across Generations

Generation Throttler Power Measurement

Nehalem/Westmere E5  Turbo 1.0 CPU: VR IMON DRAM: N/A (not
supported)

Sandy Bridge/ RAPL (Turbo 2.0)  CPU: digital power meter DRAM: VR

Ivy Bridge E5 IMON

Haswell E5 RAPL (Turbo 2.0) CPU: VRIMON DRAM: VR IMON

Avoton RAPL (Turbo 2.0) CPU: VRIMON DRAM: VR IMON
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Note VR IMON is typically optimized at the max current level that the VR can supply.
As load reduces, the amount of error is mostly constant (in amps). However, as a percentage
of the load, the error increases. As an example, 1 A of error out of 100 A is only a 1% error.
However, at a utilization of 10 A, this error becomes 10%. So, when systems are idle, both
the DRAM and CPU IMON reporting tends to exhibit higher errors. Platform memory power
(and current requirements) can vary significantly based on the amount of memory capacity.
DRAM VR inaccuracy can be large (as a percentage) on systems allocated with much lower
capacity than the platforms are capable of.

Linpack Example

Linpack (HPL) is a terrible workload for illustrating typical server workload power
behavior. However, it is excellent at stressing a system and demonstrating the behavior of
the RAPL algorithm and therefore is used here. Many typical server workloads that run
with the default system configuration (PL1 = TDP) will not experience any throttling from
RAPL and can sustain Turbo indefinitely.

Figure 2-11 shows the behavior of Linpack (HPL) over a subset of the workload run
with RAPL engaged at a temperature of 85°C and a 1 s time constant. There are a couple
of interesting observations from these data. First off, they illustrate the overall behavior
of RAPL in a real workload. In the beginning (to the left), Linpack is performing memory
allocation and consuming relatively low power despite the high frequency. Next, the
actual workload kicks in. Power jumps up above the PL1 limit. After a number of seconds,
the RAPL PL1 limit kicks in and brings the power down to the TDP/PL1 limit. At this time,
frequency drops off by about 100 MHz in order to sustain the 85 W limit.
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Figure2-11. Linpack power, frequency, and temperature with 85 W RAPL limit

Second, Socket 0 consumes more power and achieves less frequency (and
performance) than Socket 1. In the platform studied, Socket 0 is in the thermal shadow
of the socket. In other words, the fans were blowing air first over Socket 1 and then that
heated air passed over Socket 0. The result is that the temperature of Socket 0 is much
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warmer than Socket 1, increasing the leakage power consumed by that CPU. As a result,
Socket 0 achieves lower average frequency at steady-state, and its initial boost when the
workload starts executing lasts for less time.

Many typical server workloads will not show this type of performance variability
across sockets as they tend to achieve the maximum supported Turbo frequency even
at higher temperatures. However, when lower power limits are engaged, this sort of
variability can be observed. Data center management utilities monitor the achieved
performance levels across different sockets and different nodes in the data center in an
attempt to balance out the necessary power to optimize performance.

DRAM (Memory) RAPL

In addition to the socket domain, the Xeon E5 line supports DRAM RAPL, which provides
power limiting to the memory domain. Memory power can be a significant portion
of the overall platform power. This was particularly the case with 1.5 V DDR3. With
the transition to DDR4, this contribution has decreased but still remains important,
particularly in large memory capacity systems.

DRAM RAPL is conceptually very similar to socket RAPL. Power is monitored over
a time window, and throttling is performed in order to stay within a designed power
limit. With CPU RAPL, power is modulated by controlling the voltage and frequency of
the system. With DRAM, changes to voltage and frequency are not common. As a result,
power is controlled by limiting the amount of transactions to the DRAM devices. DRAM
power is very sensitive to bandwidth. Unlike socket RAPL, which supports separate PL1
and PL2 power levels and time constants, DRAM RAPL today only supports a single
configuration point. There is also no ICCMAX control point, although proactive peak
bandwidth control can be performed using the thermal management infrastructure.

The DRAM power domain is separate from the CPU domain. The two cannot
automatically share power today. The VRs that power memory typically also supply
power to the DDR I/Os that exist on the CPU. This power is included in the CPU domain
(typically using some form of digital power meter). In order to avoid double-counting,
this power is subtracted from the DRAM RAPL. Data center management software can
implement algorithms that allow for power to be shared between the Socket and DRAM
domains. Although the two domains are separate, they will interact with each other.
Setting a strong CPU RAPL limit that results in heavy CPU throttling will generally result
in lower DRAM power because the lower CPU performance will result in lower DRAM
bandwidth. The side effects to CPU power caused by DRAM RAPL are less obvious. When
DRAM RAPL throttling is engaged, the cores spend more time stalled. These stalls will
reduce the activity of the cores and reduce their power (in the short term). If those cores
were running at a low frequency, the OS may observe a higher utilization and increase
the voltage and frequency, ultimately increasing the CPU power. On the other hand, if the
frequency is already running at the max, the power will be decreased.

Throttling memory is generally a very power inefficient action. Cores are left
stalled and unable to efficiently complete work in order to enter a C-state. As a result,
under normal operation, DRAM RAPL is generally used to limit power at a level slightly
higher than the needs of the workload. For example, if a workload is consuming 20 W
unthrottled but the system could consume up to 30 W, a 20 W limit could be deployed
that avoids throttling the workload but also prevents it from jumping up to 30 W.
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The remaining 10 W can then be spent elsewhere by the management software. If power
needs to be reduced and throttling needs to occur, it should generally start with the CPU
domain and then only move to the DRAM domain as a last resort.

Note DRAM RAPL is most effectively used to ensure that you don’t over-provision
unnecessary power to DRAM. However, throttling memory should be avoided except when
critically necessary.

CPU Thermal Management

Maintaining a safe operating temperature is critical to long-term functionality of a CPU.
Managing the platform cooling to keep the CPU within an optimal temperature range is
typically the responsibility of platform software and is discussed in detail in Chapter 4.
However, the CPU itself monitors its own temperature and provides automatic thermal
throttling mechanisms to protect the CPU from damage or data from being lost.

The CPU keeps track of the internal temperature (Tj or junction temperature) of
the die using multiple thermal sensors. If these thermal sensors detect a temperature
larger than the max allowed temperature of the SKU (DTSMAX), the operating frequency
is throttled back to stay within the thermal constraints. Thermal throttling through
this mechanism is generally not common, but it has been developed to provide good
performance when in use. Frequency is generally throttled slowly while the temperature
exceeds the desired levels. Thermals inside of a CPU do not respond instantaneously to
changes in power/frequency due to non-trivial thermal resistance. Temperature does
not typically change much faster than about every 10 ms (and commonly much slower).
As aresult, the thermal throttling algorithms are tuned to reduce frequency and evaluate
its impact on temperature over millisecond time scales before further reduction in
frequency is performed.

If the temperature begins to exceed the DTSMAX by a large amount, aggressive
throttling (typically to the minimum supported frequency) is performed in order to
quickly reduce temperature. This is commonly referred to as a critical temperature event.
In servers, this occurrence is very uncommon, and typically only happens when there is
a catastrophic issue with the cooling capabilities of the platform/rack (i.e., a fan or two
stops working). When this type of throttling is engaged, the goal is to keep the system
functional until the platform issue can be diagnosed and resolved. Performance is not a
priority. It is possible to configure the OS/BIOS to attempt a “graceful” shutdown (from
software) when this event occurs, but this capability is typically not enabled in server
systems and the aggressive throttling is relied upon instead.

In addition to the DTSMAX, each unit is fused with a catastrophic trip temperature
that is typically referred to as THERMTRIP. When the temperature exceeds this fused
limit, the CPU immediately signals to the platform (through a pin) that an immediate
hardware shutdown (without OS intervention) should be performed. This capability
is implemented entirely in simple, dedicated asynchronous hardware, and is intended
to function even if other failures occur within the CPU. In other words, the cores
and internal microcontrollers could all hang, and the clock network could fail, but
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THERMTRIP would still be operational. It is very rare to observe THERMTRIP in
production units, and it can even be difficult to induce it in the lab without disabling the
other thermal control algorithms.

Note Thermal throttling can occur from improper cooling (e.g., a fan failure or a poor
thermal design) or because of Turbo consuming all of the thermal headroom that is
available. The thermal reporting mechanisms that exist on modern processors do not
differentiate between these two cases, and this can lead to some confusion by end users.

Figure 2-12 provides an example of Linpack when it is being exposed to thermal
throttling on Socket 0. Similar to the example in Figure 2-11, in this case Linpack is being
run on a system where Socket 0 is in the thermal shadow of Socket 1, causing it to run at
higher temperatures. At the beginning of the workload, memory allocation is performed
and the system is able to run at the full 2.6 GHz frequency without significant heating.
Once memory allocation is complete and the actual workload begins to run, power
increases significantly and the processor begins to warm up. At about the 150-second
mark, Socket 0 begins to hit the DTSMAX temperature of 95°C, and frequency begins
to throttle in order to keep the CPU below the 95°C temperature. Frequency decreases
until it stabilizes at an average frequency of ~2.45 GHz. Note that in this case, the CPU is
actually switching between the 100MHz frequency bin granularities (2.4 GHz and
2.5 GHz, primarily), and it is the average frequency that sustains ~2.45 GHz.
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Figure 2-12. Linpack frequency, temperature, and power when thermally throttled
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Note In many versions of the Linux kernel, any sort of thermal throttling is commonly
reported as a “concerning” error message. Thermal throttling, while uncommon in
servers, is something that will frequently happen over the life of a product and there is
nothing wrong with the system. When quickly transitioning from low-power workloads into
very high-power workloads, the temperature of the CPU can frequently increase faster than
the fan speed control algorithms can react to keep the temperature below DTSMAX. The
CPU thermal management algorithms are in place to protect the CPU from damage and
react gracefully to control frequency to stay within the thermal budget.

Prochot

There exists a pin called PROCHOT# on modern server CPUs that can both provide an
indication of when the CPU is being thermally throttled (output mode) and be used as a
mechanism for the platform to tell the CPU to throttle (input mode). It can also be used
as a bidirectional pin so that both modes can be used simultaneously. Prochot output
mode can be used for various platform usage models. The input indicates to the CPU
that it should perform a heavy throttle as quickly as possible (usually to a low frequency).
Haswell improved the speed of the Prochot mechanism so that it could be used for power
delivery protection. More details are in Chapter 4.

CPU Power Management Summary

Figure 2-13 provides a high-level example of the various states that software and the CPU
can employ to save power through a combination of “turning off” and “turning down.”

Turn It Off Turn It Down Resources
State Clock Gating Power Gating Voltage Frequency Core Caches Core TLB  Uncore Cache DDR Memory

Core o Autonomous - - - Active Active - -
C-states c1 Yes - - - Snoopable Saved

Cle Yes - d down d down bl Saved

(=] Yes = Requested Vret Requested down Flushed Flushed

6 - Yes off off Flushed Flushed
Package PCo Autonomous - - - - - - CKE, OSR
C-states PCle Autonomous - Reduced Reduced - - - CKE, O5R

PCS Select logic Select logic Reduced Reduced Flushed  Flushed V_RET  Self-refresh

PCT Select logic Select logic Reduced Reduced Flushed Flushed Flushed  Self-refresh
P-states Turbo High High

Pl Moderate Moderate

Pn Min Max @ min voltage

Pm Min Min
S-states S0 - =

53 Off (0v), except DDR off off of Self-refresh

55 off (ov) - off off off off

Figure 2-13. Server CPU power management example
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Summary

It is quite common for data centers to operate at less than full capacity for a large
percentage of time. Power costs contribute a large percentage of the TCO of many data
centers. The benefits of saving power in the CPU are compounded by reducing cooling
costs as well (discussed in Chapter 4). The features described in this chapter can save
significant power and cost over the life of a data center.

P-states (voltage/frequency scaling) provide a mechanism to “dim the lights”
when full performance is not required. This will increase the time to complete a task,
particularly in workloads that require significant compute. However, in many cases,
the time that a given transaction takes to execute on a given node is small compared to
network latencies, hard drive accesses, and other overheads. Increases in the compute
time on a node for that transaction can be a small fraction of the overall response time.
On the other hand, some jobs and tasks are very latency sensitive and these increased
response times can be undesirable.

CPU thermal management protects the CPU from dangerous temperature levels with
a combination of P-states and T-states. Platform thermal management will be discussed
in more detail in Chapter 4.

Turbo provides a mechanism for processors to take advantage of full capabilities
of the platform and data center design by increasing the frequency beyond the base
frequency in order to achieve higher performance. Even some of the most latency-
sensitive customers are beginning to use Turbo due to the large potential for increased
performance.

C-states, clock gating, and power gating provide a mechanism to “turn off the lights”
when cores or even entire packages are not needed. Although wakeups take some time
(generally <50 ps), these delays are not observable in many usage models. A favorite
customer question is, “I turned off power management and my performance went down.
What happened?” C-states can also increase performance in many workloads by allowing
other cores to turbo up to higher frequencies.

It is not uncommon for data center managers to disable all power management
to avoid performance degradation in their fleets. Although not all power management
techniques are right for all users, many can save significant money by finding the right
features for their particular deployment. Chapter 7 will discuss how to monitor the
behavior of a system, and Chapter 8 will provide guidance on how to tune and configure a
system for different types of usage models.
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CHAPTER 3

Memory and I/O Power
Management

CPUs cannot operate effectively without memory to store working data and I/O interfaces
to bring in data from drives and the network. Although the CPU is a common focus for
power management and power efficiency discussions, in many systems the memory
subsystem can contribute a significant power footprint. I/0 is also important but tends

to contribute a much smaller piece of the pie. This chapter will provide an overview of
server memory architecture and how the power and thermal management techniques
work. It will also discuss how power is managed for the other I/Os that provide the CPU
with the data required for operation.

System Memory

Memory power can contribute a very large +-percentage of the overall platform power
in some system designs. Different usage models require wide ranges of memory
capacity, causing the importance of memory power to vary from user to user. Different
types of memory can also have a wide range of power consumption. This section will
provide an overview of memory architecture and how it impacts power consumption in
the data center.

Memory Architecture Basics

Before we discuss the power management capabilities of server systems, it is important to
understand the basics of how memory works and how power is consumed. Let’s start at the
high level. Sticks of memory, or DIMMs, are plugged into slots on the platform. Each slot is
connected to a memory channel. Multiple DIMMs can be connected to the same memory
channel, but when this is done, those DIMMs share the same command/data connection,
and therefore allow for increased capacity, but not bandwidth. The number of DIMMs per
channel is abbreviated as DPC (e.g., 1 DPC = 1 DIMM per channel).
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When the CPU issues a read to memory, it generally' fetches 64 Bytes (B)? of data
from a single stick of memory. Each physical address (PA) in the system is mapped to a
specific channel/DIMM that is connected into the CPU. The read/write is issued on the
command bus, and data is returned (if a read) or sent along with the write command on
the data bus. The relevant DIMM on the channel determines that the command is for it
and processes the request.

Data on DDR3/DDR4 is handled in Burst-Length 8 (BL8). This means that a single
access (read or write) uses eight slots on the memory bus (see Figure 3-1). The memory
bus is 8 B wide, providing 64 B of data across these eight bursts and runs at the DDR
frequency. So, a given channel can provide DDR Frequency (GHz) * 8 (Bytes/clock) of
memory bandwidth (in GB/s). Each of these eight bursts will acquire some data from
multiple devices on the DIMM (the exact number depends on the type of DIMM).

DDR DIMM

EENEERNER
e

—‘ﬂ Memory Device
Y\

DDR Channel

Figure 3-1. DDR and the CPU platform

Devices and Ranks

Figure 3-2 provides a high-level overview of memory DIMMs and how they connect to

a CPU Socket. Each DIMM of memory consists of a number of memory devices. The
devices are the actual “chips” that you will see soldered down to the DIMM. Each device
supplies a subset of the 8 B chunks of data that are returned in each burst. Server memory
devices/DIMMs can be x4 or x8 (called “by 4” or “by 8”).% This refers to the amount of
data that each device supplies toward each 8 B burst. x4 memory supplies only 4 b of

data for each 8 B chunk, and therefore 16 devices are required in order to supply the data.
x8 memory supplies 8 b of data, so only 8 devices are required. Device manufacturers
commonly only produce a couple of device sizes at a time—and those devices can either
be manufactured into x8 or x4 memory. x4 devices allow for higher DIMM capacities
using the same device size as well as improved reliability with error correcting code (ECC)
by requiring more devices to supply data for a single 64 B access.

!Certainreliability features do exist, like memory Lockstep, which allow for a given 64 B chunk of
data to be fetched from multiple devices in order to improve reliability. These are not commonly
used in typical servers and are targeted at very high-availability systems.

%A bit (b) of data refers to a single binary piece of data (1 or 0). A byte (B) of data refers to a
collection of 8 bits.

30ther types exist, but are not common in server usage models (e.g., client devices using DDR3
commonly supported x16 memory as well).
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Device = Device Device | Device [ per DIMM per Channel r

Figure 3-2. DDR channels, DIMMSs, and ranks

DIMMs also have ranks (usually one, two, four, or eight). Individual DRAM devices
are single-ranked. So, when a DIMM supports two ranks, for example, this means that
the number of DRAM devices on that DIMM is doubled. So, a x8 DIMM that requires 8
devices to supply 64 B of data will actually have 16 devices if it has two ranks, or 32 devices
if it has four ranks. A single bus connects the DIMM to the CPU, and all the ranks on that
DIMM share that bus. However, each rank is able to operate somewhat autonomously
from the others. One of the biggest challenges for a DRAM device is switching between
doing reads and writes (and back again). As a result, the memory controller must insert a
sizeable bubble between these types of transactions to a given rank. DIMMs that support
multiple ranks are able to sneak other transaction onto the channel bus while one rank
switches modes, allowing for improved bandwidth and average latency. As a result,
for performance, we generally recommend that you use either two single-ranked (SR)
DIMMs of the same size on a channel, or one or more dual-ranked (DR) DIMMs in order
to help hide these inefficiencies. Quad-ranked (QR) and even some oct-rank (OR) DIMMs
also exist on the market.

Note All memory is not equal. As with CPUs, new process technologies are being
applied to memory, which enables lower power and increased capacities. At a given point
in time, vendors are only able to economically manufacture devices up to a given size.

The “next size up” (two times the capacity) are at times available, but they come at a
significant cost premium. By increasing the number of ranks or moving from x8 to

x4 devices, vendors can increase the number of devices on a DIMM and thus increase
capacity. Using a smaller number of higher capacity devices can consume significantly less
power than using a large number of lower capacity devices, despite the fact that both can
provide the same memory capacity.
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Memory Error Correction (ECC)

Server memory typically leverages ECC memory to provide protection, both from transient
errors and device failures. Each 8 B burst of data that is supplied includes an additional
ninth byte of data that provides the ECC protection. This increases the cost and power of
memory proportionally but is generally considered a “must-have” in server deployments.

Note It is not possible to disable the ECC device in order to save power in
systems today.

With x8 memory, an additional device is included on the DIMM to support ECC.
With x4, two additional devices are required. x4 memory provides improved reliability
because each device provides a smaller percentage of the data. If a single device fails,
the ECC algorithm is able to correct all data and continue to operate the system. On x8
memory, if a device fails, it is possible to detect such a condition and hang the system, but
correction is not possible.

Memory Capacity

The capacity of a DIMM is a function of the ranks, devices, and device size. DIMMs are
typically sold in Gigabytes (GB), whereas devices are typically referred to in Gigabits (Gb).
The following formula summarizes how one can calculate the capacity of a DIMM based
on the components:

DeviceSize (Gb) * Ranks
8 bits
Byte
(DeviceSize (Gb) * Ranks * MB]
byX
8 bits
Byte
(DeviceSize (Gb) * Ranks * 8)
byX

R Devices]

Capacity (GB) = ( ank

Examples:
e DRx84Gb=4Gb*2ranks*8/(x8)=8GB
e (QRx48Gb=8Gb*4ranks*8/(x4)=64 GB

One can increase DIMM capacity by increasing the number of ranks, the device size,
or the number of devices per DIMM (moving from x8 to x4).
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Note For optimal performance, we typically recommend that you use dual-ranked (DR)
memory, because it allows for more efficient use of the memory bus. This is particularly true
of workloads that make use of high memory bandwidth. Single-ranked memory can also show
good performance when you use it with multiple DIMMSs of the same size per channel (since
the memory controller has more than one rank to work with). Quad-ranked (QR) memory also
can make efficient use of the memory bus, but it typically requires a lower frequency.

Device Power Characteristics

Many users have a feel for how much memory they think they need, but it can be difficult
to understand how to populate the system in order to provide that desired memory.
Table 3-1 provides some general rules of thumb for how memory power scales. In each of
these cases, capacity is increased by either 1.5 or 2 times. You might expect power to scale
directly with capacity, but different decisions result in different power impacts. (Note that
these numbers are intended only as a conceptual guidance, not as a hard rule.)

Table 3-1. DDR4 DIMM Power Scaling Examples

Parameter Power Impact  Capacity = Other Notes

Single-rank to ~1.3-1.5times  2times Improved performance with a

dual-rank one-DPC configuration, particularly
with high-bandwidth workloads.

x8 to x4 ~1.4 times 2 times Improved reliability.

Two times <1.1 times 2 times Device size increases commonly

device capacity come with better process technology,
so this is difficult to accurately
quantify.

One DPC to ~1.5-1.7 times 2 times Improved performance with single-

two DPC ranked DIMMs. Can decrease
memory frequency. Power does
not double in this case, because
the bandwidth provided by each
DIMM is 50% of the bandwidth if two
DIMMs were used.

Two DPC to See note 1.5 times Generally has significant impact

three DPC on memory frequency. Not a fair

comparison. Three DPC should

be used for customers who need
capacities not economically possible
with two DPC.
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Note Using dual-ranked memory in a one-DPC configuration is typically the most
power/performance efficient across a range of workloads. Increasing the number of
DIMMs per channel tends to be less power efficient than other alternatives but can also be
attractive from a DIMM cost perspective. If low capacity and low bandwidth are required,
one-DPC single-ranked topologies are the most power efficient. However, this efficiency
quickly falls off if memory bandwidth begins to get stressed. Before purchasing one-DPC
single-ranked systems, we highly recommend that you characterize the bandwidth
requirements of their workloads first (as described in Chapter 7).

DDR has been optimized to minimize leakage power. Not only does this result
in minimal power scaling with temperature, but it also minimizes the power cost of
increasing the device capacity. This tends to be the most power-efficient mechanism for
increasing capacity but can also be price prohibitive, especially after a certain point.
Power deltas for additional ranks and DIMMs tend to be smaller at higher
bandwidths since the overheads are amortized across the power for providing the
necessary bandwidth. This is not the case with x8 to x4 scaling.

DDR3 vs. DDR4

At a high-level, the architecture of DDR3 and DDR4 are very similar. From an end-user
perspective, DDR4 enables higher frequencies while running at lower voltages and
consuming less power. There are some other internal changes for improving performance
(e.g., more banks). Table 3-2 shows how memory technology has progressed in recent
years. Voltage has decreased despite increases in maximum frequency. Larger and larger
devices have also been possible as process technology shrinks. Note that the maximum
device capacities do not always represent what a given processor can support.

Table 3-2. DDR Generation Comparisons

DDR Generation Voltage Frequencies Device Capacities

DDR2 1.8V up to ~1600 upto1Gb

DDR3 1.5V up to ~1866/2133 Spec supports up to 8 Gb
DDR3L 135V up to ~1333/1600 (4 Gb common)

DDR4 1.2V up to ~3200 (TBD) Spec supports up to 16 Gb

DDR3 supported two different voltages: 1.35 V and 1.5 V. However, running at the
lower frequency reduced the peak frequency that could be achieved. DDR4 transitioned
all memory to use 1.2 V but also provided a significant boost in peak frequencies (and
with it, peak bandwidth).
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DDR voltage plays a significant role in energy efficiency (the exact amount varies a
good amount across memory types). On processors supporting DDR3/DDR3L memory,
a tradeoff could generally be made between selecting DDR3 memory and achieving
a higher frequency, or DDR3L and operating at a lower voltage. Higher frequencies
can significantly improve memory bandwidth and performance on certain workloads
(particularly in the high performance computing space). They also provide slightly
lower latencies, but these benefits tend to be small (a few percent of performance at
best). Many enterprise systems with large memory capacities come nowhere close to the
memory bandwidth limits of the system and can save significant energy by using DDR3L
with minimal impact to performance. In platforms with smaller memory topologies, the
importance of memory voltage overall is much smaller.

RDIMMs, UDIMMs, SODIMMs, and LRDIMMs

Most servers typically use registered DIMMs (RDIMMs), although unregistered DIMMS
(UDIMMs) are an alternative. Signal integrity is challenging with high-speed memory,
particularly when multiple memory DIMMs coexist on the same memory channel.
RDIMMs include a register on the DIMM that reduces the electrical load on the memory
controller; this improves signal integrity and allows for increased memory frequencies
(and higher performance). RDIMMs have traditionally been more expensive than
UDIMMs because of the smaller volume and additional components. However, this trend
may or may not continue as more client devices move to different memory technologies
than those found on servers. The register also consumes measurable power (on the order
of ~0.5 to ~1 W per DIMM) when active (some of this power can be saved in low-power
states). Different processors and platforms have varied rules and constraints about the
maximum frequency that can be supported by different types of memory (UDIMM vs.
RDIMM) as well as the topology of memory (number of ranks, number of DIMMs per
channel, etc.).

UDIMMs can be purchased with and without ECC. ECC increases the number of
devices required by 12.5%, and power increases at about the same rate. Small-outline
DIMMs (SODIMMs) show very similar characteristics to UDIMMs (both ECC and non-
ECC)—they are just physically smaller and therefore cannot hold as many devices.

ECC UDIMMs and SODIMMs are a good solution for low capacity, low power, and
low cost deployments. Systems requiring larger capacities or high reliability typically use
RDIMMs.

LRDIMMs (load-reduced DIMMs), a type of RDIMM, provide some additional
buffering that allows them to provide access to a large number of devices and still
maintain high frequencies. QR RDIMMs suffer from electrical issues that limit their
frequencies. LRDIMMs attempt to address this by providing an additional buffer chip on
the DIMM to address the increased device count and improve signal integrity. LRDIMMs
provide high capacity and high performance. The additional buffer chip consumes
some additional power and increases memory latencies slightly, but neither is really of
consequence at the platform level. LRDIMMs are generally more expensive per GB of
memory compared to normal DR RDIMMs. When they were originally released, they also
had a healthy price premium over high capacity QR RDIMMs, but that price delta has
come down over time (on DDR3). If you need massive memory capacity, LRDIMM is a
good place to start.
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Memory Channel Interleave and Imbalanced Memory
Configurations

Each channel has a finite amount of memory bandwidth that it can sustain. By interleaving
a stream of requests across multiple channels, high memory bandwidth (and higher
performance) can be achieved. In order to get optimal performance in a system, each
channel should be populated with the same capacity of memory. However, sometimes this
is not the most cost effective way to achieve a given desired memory capacity. If imbalanced
configurations are going to be used, it is best to avoid situations where a single channel has
more capacity than the others, because this results in a section of memory with a “one-way”
interleave (and 25% of the theoretical peak bandwidth) as shown in Figure 3-3.

Physical
CPU memory
Chn0 Chnt Ghn2 Chn3

4-way interleave
(high bandwidth)

1-way interleave
LE) (reduced bandwidth)

Figure 3-3. Imbalanced memory interleave example

By default, most systems today are set up to have separate non-uniform memory
access (NUMA) memory regions assigned to each socket. For example, a system with
32 GB of memory would have the first 16 GB of memory allocated on socket 0 and the
second 16 GB on socket 1. An alternative to this approach is to use a uniform memory
access (UMA) allocation, which interleaves every other cache line across the sockets
(effectively providing a single 32 GB region across both sockets in the previous example).
In many usage models, this is detrimental to performance because it increases the
latency of half of the requests by forcing them to the remote socket. Many users are
better off letting the OS (which is aware of this behavior) manage memory allocation
and attempt to locate memory on the local socket in order to reduce memory latency.
However, certain usage models do exist where the memory NUMA schemes are unable to
successfully locate memory in the optimal place and actually lose performance by trying
to do so. This is, however, generally uncommon, and most workloads either benefit from
such an allocation or show little sensitivity.

Memory interleave does not typically have a direct impact on memory power
savings. Power efficiency here is typically achieved by optimizing for performance. Some
interesting effects are possible, although in imbalanced configurations. For example,
imbalanced configurations can result in certain ranks being accessed infrequently,
resulting in higher CKE power savings (discussed more in the following pages).

78



CHAPTER 3~ MEMORY AND 1/0 POWER MANAGEMENT

Power and Performance States

A number of power savings techniques’ exist for reducing memory power when it is not
fully utilized. In general, most of these techniques fit into the category of “turning things
off” and not “turning them down.” There are really two main techniques for saving power:

e  Turning off CKE (clock enable): Power savings during short idle
periods at the rank granularity

e  Self-refresh: Power savings during long idle periods at the channel
granularity

Self-refresh allows for significant memory power to be saved but also can require
non-trivial wakeup costs (~10 ps). Turning off CKE provides less power savings but can
have very fast wakeups (~10 ns). Turning off CKE can also be done on a rank-by-rank
basis, whereas self-refresh must be performed at the channel granularity. As a result,
in servers, self-refresh is typically targeted at idle systems, whereas CKE is targeted at
moderately active systems. Dynamically managing memory frequency at runtime has
not been productized. Changing frequency is a non-trivial piece of work, and the power
savings are generally not significant due to the static voltage.

CKE Power Savings

Each rank has a clock enable (CKE) signal that is driven from the CPU memory controller
to the DIMM. By de-asserting CKE, the rank is allowed to enter a low power state that
can be exited quickly (~10 ns to ~100 ns). A number of different flavors of CKE have
differences in their details, but in general, they mostly behave the same. Because CKE is
managed on a per-rank granularity, there is potentially more opportunity for CKE power
savings on systems with more ranks.

At a high-level, there are two types of CKE:

e  Active power down (APD): Memory pages are kept open® and the
row buffer stays powered up.

e  Precharge power down (PPD): The memory pages in all banks on
arank have been “closed” or “precharged,” and the row buffer can
be powered down.

At first glance, this may sound like a simple power/performance tradeoff. APD
saves a bit less power but keeps pages open. However, in practice on servers, it does not
actually work out this way. Many times when a rank goes idle for long enough to turn
off CKE, the memory pages are also finished being accessed, and therefore having them

“See the DDR3 and DDR4 specifications at www. jedec.org for more details. JESD79-4A contains
information for DDR4, and JESD79-3F for DDR3.

SMemory pages are different from software/TLB pages. Different device types have different
memory page sizes. A single 4 K software page can be mapped to either a single memory page

(in open page configurations) or to many memory pages (in closed page topologies). Large pages
(2 M and larger) typically exist over multiple memory pages.
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closed is good for both performance and power. Both CKE PPD and CKE APD are able
to save on the order of 30% of the power, and the differences between the two for both
power and performance are negligible.

The CPU can force PPD to be used by issuing a PREALL command to a given rank
before de-asserting CKE. This closes all the pages in all banks on the rank, allowing PPD
to be used. Alternatively, the CPU can simply de-assert CKE when all necessary timing
parameters have been met. If one or more pages are open, the DIMM will be in APD.
Otherwise, it will be in PPD. In Intel server documentation, the PPD mode refers to the
case where PREALL is explicitly issued before de-asserting CKE, while APD mode disables
this PREALL. It is still possible to get into a PPD state from the APD mode if all pages
happened to be closed at the time CKE was de-asserted.

On DDR3, there were two main versions of PPD: PPDF (fast) and PPDS (slow). PPDS
saved more power at the cost of a slight increase in exit latency. Usually the added exit
latency is trivial, so PPDS is generally the better state. In the big picture, the differences
between PPDF, PPDS, and APD are not large (either for performance or power efficiency).

One of the big changes with the transition from DDR3 and DDR4 is with how ODT
is handled. Rather than requiring the memory controller to manage ODT, it is handled
autonomously by the DIMM. In addition to this, the PPDS and PPDF states have been
merged into a single PPD state where the DLL is kept powered and ODT is managed
by the DIMM. This new simplified mode has excellent power savings. The DLL was
redesigned on DDR4 and consumes much less power when active. It is possible to turn
off all the DLLs on a channel when an entire channel is idle and save additional power.
However, this state has not been productized on Intel servers thus far.

When all ranks on a DIMM are powered down, the register on RDIMMs can also
enter a low power state. This does not save all of the register power but can save a couple
hundred mW per DIMM.

It is also possible to power down the IBT (input-buffer termination). IBT OFF
theoretically can save ~100 mW per DIMM with CKE (it also exists with self-refresh).
However, in practice, the savings tend to be much smaller at the platform level because
of the increased exit latency. This mode has not been aggressively enabled on servers
due to the low power savings upside and wake latency exposures. It is more interesting in
microserver usage models, particularly with self-refresh (more later).

Table 3-3 provides a summary of the various types of CKE power savings, including
on which types of DDR they are supported. Table 3-4 provides a summary of how CKE has
evolved over multiple processor generations.

Table 3-3. CKE Mode Summary
Type  Granularity Banks ODT DLL DDR3 DDR4

APD Per rank >1 active On On  Supported Supported
PPDF  Perrank All precharged On On  Supported Supported (PPD)
PPDS  Perrank All precharged  Off Off  Supported NotSupported

80



CHAPTER 3 MEMORY AND 1/0 POWER MANAGEMENT

Table 3-4. CKE Across Generations

Generation DDR APD  PPDF  PPDS Channel
PPDS-DLLOFF

Nehalem/Westmere E5 DDR3 Y Y 1DPC N

Sandy Bridge/Ivy Bridge E5 DDR3 Y Y Y

Avoton DDR3 Y Y 1DPC N

Haswell E5 DDR4 Y N N N

Self-Refresh

DRAM devices (unlike SRAM) must be periodically refreshed in order to keep the data
valid. Refreshing memory is really nothing more than reading it out of the arrays and
writing it back in. During normal operation, the memory controller is periodically issuing
refresh commands in order to refresh a portion of the device. The entire device must be
refreshed periodically (usually on the order of 10s of milliseconds). When a given channel
is not being used, it is possible to put all the DIMMs on that channel into a self-refresh
state where the DIMM itself is responsible for handling refresh. This state both saves
power on the DIMM and allows for additional power to be saved in the CPU memory
controller and I/Os. However, this additional power savings generally comes with a
non-trivial latency cost. Like with CKE, there are different flavors of self-refresh that
provide varied power savings and latency characteristics.

Because self-refresh is performed at the channel granularity and because it tends to
have longer exit latencies, it is typically used for saving power when the system is completely
idle. Self-refresh residencies in active systems tend to be very low. Typical high-capacity
server DIMMs that are in self-refresh tend to consume on the order of 0.2 Wto 0.5 W.

The main differentiator between the different flavors of self-refresh is how the CK
signals are handled. This is referred to as the clock stop mode. CK and CK# are a pair
of differential clocks that are necessary for transmitting commands and data between
the CPU and memory. If the CPU continues to drive these signals during self-refresh,
the wakeup latency can be relatively fast (< 1 pus). However, this mode saves minimal
additional power compared to simply turning off CKE and the DLL. The clock can also
be stopped. It can be tri-stated, driven low, or driven high. Each of these states results in
additional power savings, but exit latency increases to ~10 ps.

CKE can also be tri-stated (i.e., not driven to either 0 or 1) during self-refresh to save
some additional power (compared to driving it low). It must be driven low on UDIMMs,
but otherwise it can be tri-stated (the voltage is not driven high or low; it is simply left to
float to wherever it settles).
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Note Self-refresh is most useful when the entire system is idle and CK can be stopped.
As aresult, it is used sparingly when cores/I0 are active (where CKE management is used
instead). However, when the entire system is idle, it can be used more aggressively.

This is particularly the case when it is paired with package C-state power savings features.
In these cases, the 10 us wake latency can frequently be done in parallel with other
long-latency operations (ramping voltage, locking PLLs, etc.), making the power savings
effectively “free.”

Voltage/Frequency

Systems today will not dynamically change the voltage/frequency of DDR. On DDR3,
some devices support running at both 1.5 V and 1.35 V (called DDR3L). With the
transition to DDR4, all DIMMSs run at 1.2 V. DDR3L was released after DDR3, and DDR4L
is expected in the future as well.

Running DDR3 at 1.35 V generally exhibits significant memory power savings. The
amount/percentage is very sensitive to the configuration in question, but using DDR3L
can save significant power on systems that leverage a large amount of memory.

On the other hand, generally the frequency of memory is really not all that important.
Running at lower voltages can limit the achievable frequency in the system on DDR3, and
the frequency can impact the maximum amount of power that a DIMM can consume, but
the power to run most workloads is typically not that sensitive to frequency. As an example,
taking some DDR3L memory that typically runs at 1333 and decreasing the frequency to
1066 and running at the same (moderate) throughput would save less than 5% memory
power. At the same time, such a change could also reduce memory CKE residency or
increase core active time, further reducing the power benefits from the reduced frequency.
With that said, running at 1333 does provide an additional 25% bandwidth, and if that
bandwidth is actually used, then the memory power will increase by ~10%-20%. However,
this is generally a great power/performance tradeoff—25% more used bandwidth usually
means 25% more performance. The 10%-20% memory power increase for 25% more
performance is a small power price to pay when measured at the wall.

On DDR4, the percent power savings by reducing frequency is larger, but this is
largely because the overall power has gone down. Power savings with DDR4 is typically
on the order of 50-400 mW per DIMM when reducing by a single frequency bin (again,
without taking into account additional power consumed elsewhere as a result of the lower
performance). Long story short: reducing memory frequency is generally not a good idea.

DDR Thermal Management

Managing the temperature of memory DIMMs is critical to preventing loss of data or
system crashes. Most server memory is capable of monitoring temperature, but the CPU
is responsible for providing the thermal management algorithms that protect the DIMMs.
Memory temperature is another input to the fan speed control algorithms that are
discussed in Chapter 4.
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Monitoring Temperature

The DIMMs themselves typically provide a thermal sensor called a thermal sensor on-die
(TSOD), which provides a single temperature reading for an entire stick of memory.
Historically, not all memory used in servers included a TSOD (UDIMMs in particular),
but as time has progressed it has become standard. There is only a single thermal sensor
on a DIMM, and it is commonly located near the center of the DIMM (lengthwise). Air
commonly flows down the DIMM and heats up as it passes over the devices. As a result,
the first device tends to be at a lower temperature than the last device, with a single
temperature reading taken somewhere in the middle. The CPU (or BMC) reads this
temperature over a System Management Bus (SMBus).

Memory Throttling

The CPU is responsible for throttling requests to the DIMM in order to reduce the memory
temperature when it begins to enter a high temperature range. Table 3-5 provides a
summary of some of the common methodologies for management memory thermals.

Table 3-5. Memory Thermal Management Techniques

Mechanism Requires TSOD Description

OLTT No Open-Loop Thermal Throttling

OLTT is the simplest mechanism for managing
thermals. A static bandwidth limit is put in place in
an attempt to avoid high-power operation.

CLTT Yes Closed-Loop Thermal Throttling

CLTT takes temperature readings from the TSOD
and performs varied levels of memory bandwidth
throttling in order to keep the DIMM in a safe
operating range.

Dynamic CLTT Yes Dynamic CLTT

Dynamic CLTT is an enhanced version of CLTT

that takes other platform information into account
(such as fan speed) to adjust the throttling
configuration dynamically to save additional power.

OLTT (open-loop thermal throttling) is the most basic mechanism for performing
throttling. Historically it was used in low-cost systems that did not have TSODs available
on the DIMMs to provide temperature-based throttling. TSODs are standard on most
server memory today, but the legacy OLTT mechanisms are still available.

CLTT (closed-loop thermal throttling) is the standard mechanism for providing memory
temperature protection. The CPU monitors the temperature of the DIMMs and engages
varied levels of throttling depending on the temperature. Doubling the memory refresh rate
is also commonly performed at higher temperatures in order to avoid data corruption.
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As discussed previously, temperature increases as air flows down the length of
a DIMM. This increase is called a thermal gradient. The amount of gradient can vary
with other platform parameters. For example, high fan speed results in more air flow
and smaller temperature gradients than reduced fan speeds. With the baseline CLTT
support, platform designers must assume some amount of gradient when configuring the
CLIT throttling algorithms. The CPU provides an interface with Dynamic CLIT for the
platform management firmware to dynamically change the throttling constraints based
on an estimate of the thermal gradient. This can be used to save power or to prevent
throttling when fan speeds are high and there is a smaller gradient. The algorithms used
to estimate the gradient and configure the throttler are typically proprietary IP for a
platform designer.

MEMHOT is a platform signal similar to PROCHOT. Different products make
different use of MEMHOT. It can be used as an input to the CPU, providing an indication
from the platform that the CPU should perform memory throttling. This input can be
used for the platform to trigger memory throttling when a thermal issue is detected in
the platform (even if the DIMMs themselves are not too hot). It is also frequently used to
throttle memory power/thermals when some other undesirable event is detected in the
platform like an overheating power supply. MEMHOT can be used as an output from the
CPU and as an indication to the platform management that the DIMMs have reached a
high temperature. On some CPUs, MEMHOT can also be bidirectional and support both
input and output modes simultaneously.

DDR3 and DDR4 memory also supports an EVENT# pin that triggers when the TSOD
detects high temperatures. This open-drain pin is typically wired directly to the BMC and
is not used directly by the CPU. It is commonly used for detecting critical temperature
levels that require an immediate system shutdown.

CPU DDRIO

I/0s exist on the CPU that connect to the traces that go to the DIMMs. These I/Os
typically run at the same voltage as the memory and are supplied by the same voltage
regulator.* Multiple channels frequently share a voltage regulator. DDRIO power at a first
order is a function of the bandwidth that it is driving (both reads and writes). There is
some additional power cost that results from increasing the number of DIMMs, but this
is not a first-order impact. Despite the fact that DDRIO power shares a voltage regulator
with memory, the power is typically assigned to the CPU for Running Average Power
Limit (RAPL) usage models. This is done in order to effectively manage thermals within a
power budget. It also allows the CPU to trade off unused power (and thermal) headroom
back to the CPU cores when underutilized. This can be useful, since many high DDRIO
power workloads do not require heavy core power, whereas core-centric workloads tend
to have low to moderate DDRIO usage.

®Platforms that leverage buffered memory solutions (such as Haswell EX) have more complicated
power delivery designs, and may run the DDRIO and DIMMs on separate voltage regulators.
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Workload Behavior

Workloads tend to either demand very high memory bandwidth (> 80% peak) or be
relatively insensitive to memory throughput (< 30% peak). There are always exceptions to
the rule, but this is a trend that can be observed across a range of server workloads. Many of
the workloads that fit into the high bandwidth category come from the high-performance
computing segment, or could benefit from data structure optimization to improve cache
locality. Memory power has a moderate dynamic range even without memory power
management features. This is particularly the case with one-DPC configurations. It tends
to be less apparent with two-DPC and three-DPC configurations, since on average, the
percentage of traffic that goes to a given DIMM is cut (in half or in a third), reducing

the actual dynamic range of the DIMM bandwidth. As an example, with a one-DPC DR
configuration, scaling bandwidth from 20%-80% increases memory power by ~1.5 times.

Memory Reliability Features

A number of reliability features exist for memory that can have an impact on the power
drawn by a given workload.

Memory Lockstep is a reliability feature where a single 64 B piece of data is stored
across two DIMMs on two different memory channels. Since DDR3 and DDR4 work
in BL8 mode, a single read or write actually fetches 128 B of data from the memory,
increasing the amount of memory bandwidth that most workloads will consume.
Lockstep tends to only be used in environments where high reliability is required because
it both increases memory power and tends to have a measurable performance impact.

Patrol Scrub is a memory reliability feature that is typically enabled on all server
CPUs by default. This feature attempts to walk through all of the memory space more or
less every 24 hours, reading each line and checking the ECC. The goal is to identify errors
while they can still be corrected. A single channel on each socket is typically scrubbed at
a time. In certain situations this can result in channels not entering self-refresh because
this blocks scrubbing, thus increasing memory power of idle systems. Patrol scrub is
generally a low-cost method for reducing exposure to uncorrectable errors, and the
added power cost is generally worth that reduction in exposure.

CPU I/0s

In addition to memory, there are a number of additional I/O capabilities that exist on
modern server processors including interconnects that connect multiple sockets together
(such as Intel QPI) as well as PCle, which provides connectivity to devices like network
cards and storage.

CPU Interconnect

In multi-socket systems interconnects exist that connect the different sockets to each
other. These interconnects are used to maintain coherency across the sockets, to
provide a communication channel between the sockets, and to connect memory that
is connected from one socket to the other. In order to provide high performance and
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prevent the coherency overhead from slowing down the performance of the cores,
these interconnects are required to be high bandwidth and low latency and consume a
non-trivial amount of power.

On the Sandy Bridge EP processors, the QPI interconnect consumes ~5 W of power
per socket. Much of this power is consumed in the I/Os, and therefore it does not scale
down significantly from one process generation to the next.

Because of their moderate power draw, these interconnects are most efficient on
higher power processors that can amortize the cost of the power. Using a 5 W multi-
socket coherent interconnect to hook up two 20 W processors is typically not worth the
overhead. Rather than spending power on the I/Os, you are better off simply using a
higher power single socket processor.

Link Power States

Power management of an interconnect is no different from anything else at a high level.
However, one typical constraint is that it is difficult to scale the voltage of an interconnect
in order to efficiently scale the frequency. As a result, reducing frequency can save power,
but this is not always the most efficient decision. Table 3-6 illustrates some of the power
states available on Intel’s QPI 1.0.

Table 3-6. QPI 1.0 Link Power States

State Name Power  Granularity Description

Lo Link Active 100% - Link active and running at full
size and frequency. Provides
maximum bandwidth at
minimum latency.

LOs Link Sleeping ~50% Per direction Subset of lanes asleep and
not actively transmitting
data. Not possible to send
any information. Some lanes
(clocks, etc.) still active,
allowing for fast wakeup.

Lop Partial Link Active  ~75% Per direction Similar to LOs state, but a
subset of the data lanes
remain awake (typically half,
but anything is possible).

Bandwidth is reduced and
latency for transmitting data
increases.
L1 Link Down <10%  Entire link Link is completely powered
(both down. In order to transmit
directions) data, it must be retrained.
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LOp is a very useful power management state, particularly at low system utilizations.
Many server workloads, particularly in the enterprise area, do not make heavy use
of either memory bandwidth or the interconnect bandwidth. As a result, the loss in
bandwidth from cutting the link in half has minimal impact on the actual performance or
throughput of the system. LOp does, however, increase the amount of latency that it takes
to transmit a data packet from one socket to the other. Data packets typically contain 64
B of data, and the link itself is much smaller than this. This can add ~10 ns of latency for
such transfers. Although this latency is mostly inconsequential at low system utilizations,
it can cost 1%-2% peak performance on workloads that are very latency sensitive and
transmit significant data from one socket to the other.

L1 is an excellent state for idle systems. Although it takes multiple microseconds
to wake a link back up, this is commonly “free” if there are long-latency actions being
performed in the system (memory self-refresh, ramping voltage from a retention level
to an active level, etc.). As a result, L1 is typically used during package C-states. Using it
more aggressively during active states tends to result in performance glass jaws and even
platform power increases.

LOs was a state that was productized on early QPI generations, but it has since been
not supported. LOs is theoretically most useful if workloads exhibit bursty behavior
between being active and completely idle. With a coherent interconnect and server
workloads, it is uncommon to find periods of no traffic that last longer than a few
hundred nanoseconds unless the system is completely idle. A trickle of coherency
and communication traffic between sockets always seems to exist, particularly in real
workloads that do not exhibit perfect NUMA locality. In situations where the system is
indeed idle, L1 provides the necessary idle power savings.

Note LOs support has been removed from recent CPUs due to minimal power savings
upside. L1 is only used during package C-states, where its latency can be hidden by other
components during a wakeup.

Dynamic control of QPI frequency is not performed today. By reducing the
frequency of the interconnect, not only is the bandwidth reduced, but the latency for
transmitting data packets increases. This is particularly the case with LOp. This impacts
the performance of the cores, which can spend more time stalled waiting for data to be
returned to them. Not only does this impact the peak performance of the system, but it
can even reduce the power/performance efficiency across a range of utilizations.

PCle

The PCle specifications provide standardized mechanisms for saving power. These link
states are used across the wide range of devices that make use of PCle (from low-power
devices to servers). When it comes to PCle link power management, server CPUs today
are typically slaves to the devices that are connected to them. The devices themselves
(through their own dedicated driver/firmware/hardware) initiate the transitions into
power management states. The CPU is able to send negative-acknowledgment (NACK)
requests but never initiates them.
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Link Power States

PCle uses L0s and L1 states. Unlike QPI, there is no defined partial width (LOp) state.

However, it is possible to dynamically change (or statically configure) the link width that
a device uses through the upconfigure flow. Table 3-7 provides an overview of the power
management states used by PCle.

Table 3-7. PCle Link Power States

State Name  Savings

Exit Latency

Granularity

Description

Lo Link -
Active

Link
Sleeping

LOs ~20 mW
per lane,
per

direction

L1 Link
Down

~100 mW
per lane

L2 Link Off ~125mW

per lane

Microseconds

Microseconds

Milliseconds

Per direction

Entire
link (both
directions)

Entire
link (both
directions)

Link is active and running
at full size and frequency.
Provides maximum
bandwidth at minimum
latency.

Subset of lanes asleep and
not actively transmitting
data. Not possible to send
any information. Some
lanes (clocks, for example)
are still active, allowing
for fast wakeup. LOs is
initiated autonomously
by the link layer (no OS/
driver interactions).

Link is powered down.
In order to transmit

data, it must be
retrained. Can be used
dynamically at runtime.
L1 can be triggered both
autonomously by the
connected device (ASPM
L1) or through an OS/
Driver call (L1-soft).

Saves slightly more power
than L1. Generally used
for unconnected links and
links that are disabled at
boot. L2 is only initiated
through a software
request.
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Note Power savings is design dependent. These numbers provide a reference point.

L1 can be used during idle periods but has typically not been heavily utilized
because of the latency impact and minimal power savings at the wall relative to overall
socket power. Drivers and devices are typically tuned to use this state in only the most-
idle conditions to avoid wakeup cost. With deep package C-states, the wakeup cost of L1
can generally be hidden since the CPU is informed about the wake and can perform other
wakeup actions in parallel. L1 is becoming more interesting in the microserver space
where the I/Os contribute a much larger chunk of the node power.

Note LOs is not supported on recent server processors. It saves relatively small
amounts of power with non-trivial exit latencies. It is generally better off leaving a port in
LO or allowing it to drop all the way to L1.

Link Frequency/Voltage

PCle has gone through three generations. Each generation has a single specified
frequency at which the device runs (see Table 3-8). Multiple voltage/frequency points
are not supported. However, the newer generation devices support (by rule) backward
compatibility to the prior generation’s frequencies. Changing frequency requires a full
link retrain and is typically not performed dynamically at runtime today (although it is
supported). Voltage is constant across generations/frequencies. When a PCle 2.0 device
is connected into a processor that supports PCle 3.0, the device can only operate in
PCle 1.0 or 2.0 modes.

Table 3-8. PCle Generations

Generation Frequency Theoretical x8 Bandwidth

PCle 1.0 2.5 GHz 2GB/s
PCle 2.0 5GHz 4GB/s
PClIe 3.0 8 GHz 7.88 GB/s

Although PClIe 3.0 only increased frequency by 60%, it was able to almost double the
peak throughput. This was due to more efficient encoding and better use of the available
wires for actual data.
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Link Width

The number of lanes of PCIe impact the bandwidth that can be pushed through a link.
Double the lanes, and the theoretical peak bandwidth is also doubled. The maximum
number of lanes that a device is able to use is a function of both the device itself as
well as the slot that it is connected to. Some systems may also allow the width of
certain slots to be configured by BIOS. This can save a small amount of power but is
generally not significant and can significantly reduce throughput. This could be useful
for benchmarking but is not something that would generally be recommended for
production systems.

PCle devices can dynamically change the number of lanes in use at a given point
in time. This can be done through software drivers (through the upconfigure and
downconfigure flows) or through autonomous linkwidth change, allowing them to save
power when lower bandwidth is required. These flows can be thought of as a way to
reconfigure the link at runtime by restarting it with a different width (the lanes that are
no longer used are no longer driven, reducing power). Reconfiguration typically takes
microseconds, during which time the link is unavailable to transmit data. This flow has
not been aggressively productized in server PCle devices to date. These modes typically
save relatively small amounts of overall system power and can cause non-trivial impacts
to performance and latency in server usage models.

Hot Add

Many servers support Hot-Add flows. These allow PCle cards to be inserted into the
system at runtime without a reboot. However, this comes at a cost. In order to support
Hot-Add, the lanes periodically cycle through a DETECT state that consumes moderate
power. For a x8 lane, this can add on the order of 100 mW of power on average. Through
BIOS, PCle lanes can be forced into an L2 state so that they do not perform this detection.

D-states

Similar to core C-states, PCle devices can use D-states that indicate that a device is
powered down. D-states are commonly used in phones, tablets, and laptops under idle
conditions. They are not common under active load in servers. D-states are traditionally
handled outside the CPU by PCle devices that are connected to the platform with no
interaction with the CPU (except side effects like the L1 state being used). As traditionally
discrete devices are integrated into SoCs, this may change.

Summary

Memory can consume a large percentage of the overall power “pie” in many server
systems. This is particularly the case in deployments that depend on large memory
capacities. CKE and self-refresh can save significant amounts of power with almost no
impact to the performance of the system. Making use of these capabilities is critical for
achieving power efficiency in deployments with large memory capacities.
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Selecting the correct type and configuration of memory can also have a large impact
on energy consumption as well as performance. Building systems with at least two ranks
per channel tends to result in the best performance across a wide range of workloads.
Larger capacity devices tend to provide additional capacity at lower power cost than more
DIMMs or more ranks, but they can also be cost prohibitive.

I/0 power has historically been a much smaller contributor to overall system
power, and getting overly aggressive with power optimizations in this area can be
counterproductive. This is particularly the case with high-power CPUs. I/0 power does
become much more significant on CPUs with low power draw such as microservers and
embedded devices.
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CHAPTER 4

Platform Power Managemery

Each CPU in a data center requires a large amount of support hardware. This support
hardware, contained within the server chassis, is generally referred to as the platform.
Over the years, more and more of the platform has been integrated into the CPU, such as
memory controllers and PCle connectivity. However, a large portion of the overall power
in the data center is still consumed by the support infrastructure outside of the CPUs and
memory. Storage (drives), networking, power delivery, and cooling all can contribute a
significant amount to the overall cost of a data center. Some of these components (like the
fans) have sophisticated algorithms that attempt to manage their power consumption,
whereas others (like drives) tend to employ minimal power management techniques.

Platform Overview

A platform is conceptually everything (including the CPU) required for a CPU to operate.
It includes the power delivery (which converts electricity from the power grid into
something usable by the different platform components), cooling (fans, heat sinks, etc.),
as well as the memory, drives, and networking that are connected to the CPU sockets.

Common Platform Components

A single platform is commonly referred to as a node, which generally incorporates from
one to eight CPUs that are connected with coherency.! A wide range of platform designs
are possible and available. However, some standard building blocks go into just about any
platform design (see Table 4-1). This chapter investigates some of the power management
characteristics of these various platform components.

'Coherency is a mechanism that allows different software threads running on different CPUs to
share a large set of physical memory without requiring software management.
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Table 4-1. Common Platform Components

Component Description

CPU These processors provide the computation and execution of user
workloads. See Chapter 2.

Memory Memory provides temporary storage for data being used by the
CPUs. See Chapter 3.

Storage Storage (drives) provides bulk storage of data. SAS
(serial attached SCSI) and SATA (Serial ATA) are two common
protocols for connecting drives to a storage controller.

Networking Networking provides for communication between multiple nodes.
Ethernet and InfiniBand (IB) are common networking interfaces.
NICs (network interface cards) provide the connectivity between the
CPU and the Ethernet/IB network.

Power delivery  Different components in the system require different voltages and
types of current (AC/DC). VRs (voltage regulators) are DC to DC
converters that take an input voltage and step it down to a lower
operating voltage. PSUs (power supplies) take AC current and
convertitto DC.

Cooling When servers consume powet, it is turned into heat. Fans and other
cooling devices are used to extract that heat from the platform to
maintain a safe operating temperature.

A wide range of platform designs are used in the industry. Some designs provide
large amounts of data storage and connect a large number of drives. Others may be
completely driveless and use the network to bring data into the node. Figure 4-1 provides
an example of one potential platform node with two CPU sockets.

94



CHAPTER 4 © PLATFORM POWER MANAGEMENT

Power
Supply(s ’ Voltage
ppM Regulators
Memory . Memory

chipset pEEI CPU JEEN CPU

Storage R
(SSD/HDA) HBA

Storage
(SSD/HDA)

Figure 4-1. Two socket platform node example

Integration

As time has progressed, more pieces of the platform have been integrated into fewer
discrete chips. This can save cost and power and even improve performance in some cases.

CPU Integration

For many years, the sole role of the CPU die was to provide one (or a couple of) cores and

a supporting cache hierarchy. These were then connected to some system bus (front-side
bus (FSB) on Intel systems), which then connected them to a chipset. This chipset provided
a memory controller and PCI connectivity for devices like drive and network controllers.
These busses consumed power, limit bandwidth, and increased latencies. As a result, more
and more of the chipset began to get integrated into the CPU itself, both to reduce platform
power and to increase performance. Table 4-2 provides an overview of some of the key
integration milestones over Xeon processor generations.
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Table 4-2. Integration over Intel EP CPU Generations

Generation Integration

Nehalem Memory controllers

Jasper Forest (Nehalem Derivative) PCle 2.0 (up to 16 lanes)

Sandy Bridge PClIe 3.0 (up to 40 lanes) that can share

L3 cache with cores

Haswell Voltage regulators

Although power can be saved (fewer platform busses and I/Os driving them) and
performance can be improved (on-die busses provide higher bandwidth and lower
latency compared to off-chip interconnects), this integration is not free. The area of the
CPU must increase to accommodate the additional components. CPU packages may need
to accommodate more pins (which increases cost). This integration also moves power
that was previously consumed out in the platform into a much closer physical location to
the traditional CPU components. This either requires that more power (and cooling) be
provided to the CPU or that less power be made available to the cores.

CPUs are typically built on the latest manufacturing process technology that provides
the best power efficiency. Other devices in the platform are usually manufactured on
older technologies. When they are integrated into the CPU, these capabilities get an
immediate upgrade in power efficiency due to the process technology improvement.

Chipset Integration

The CPU absorbed the memory controller and some of the PCle connectivity away from
the chipset in the Nehalem and Sandy Bridge generations. However, the chipset has
started integrating other components of the platform. Storage and network controllers
are now standard on server chipsets. PCle is still provided, although it is generally lower
performance than the CPU links and is focused on low-bandwidth connectivity. Chipsets
are discussed in more detail later in this chapter.

Microservers and Server SoCs

Server system on a chip (SoC) components are becoming more and more prevalent.

In these designs, the chipset and CPU are integrated together into a single die or as a
multi-chip package (MCP). The primary goal here is to reduce the costs of deploying

a single CPU node. The concept of a microserver is where you target these lower-cost
devices in mass quantities in a data center to provide adequate performance at reduced
costs. Although microservers have received significant press in recent years, deploying
these lower-cost, power efficient, highly integrated devices into embedded markets is
arguably even more interesting.
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Platform Manageability

Running a large data center requires capabilities for monitoring and managing the
various components that go into a data center. Controlling fans, rebooting nodes that
have crashed, monitoring power, and many other tasks are all critical to managing

a typical data center. These concepts will be discussed in Chapters 5 and 9. Rather
than having software running on the CPU cores to provide these capabilities, many
server platforms have traditionally deployed dedicated management chips. These are
commonly called baseboard management controllers (BMCs).

Server BMCs are OEM-proprietary devices with a small microcontroller at their
heart. They have tentacles throughout the platform in order to monitor and control the
various subsystems. Platform Environment Control Interface (PECI) is a standard used
for interactions between BMCs and CPUs. System Management Bus (SMBus) protocol
is also commonly used for providing telemetry information from platform devices
(power supplies, etc.) to the BMC. Intelligent Platform Management Interface (IPMI)
is an interface used for software to interact with the BMC for extracting the wealth of
information of which the BMC is aware (see Chapter 7 for examples). A single platform
with N coherent CPU sockets is generally paired with a single BMC, but this is not strictly
required.

BMCs themselves do not consume a significant amount of power but can have
a notable impact on the overall power draw of the system since they control the fans
associated with a given platform node. Thermal management is discussed later in
this chapter. Servers without BMCs have been investigated in order to reduce power
consumption and save on integration costs, but thus far, such designs have not taken off.

CPU Sockets

Modern CPU nodes can support varied numbers of CPU sockets. Uni-processor (UP) and
dual-processor (DP) servers make up the bulk of the server processor nodes sold today.
Multi-processor (MP) nodes commonly consist of four or eight processors, but other
topologies are also possible. MP platforms have a higher procurement cost associated
with them, and are frequently used in situations where large single-node performance or
memory capacity is required. By moving to a larger number of CPU processors per node,
the cost of some of the platform components can be amortized. For example, if each node
requires a boot SSD and a network connection, one can potentially reduce the number of
required SSDs and network connections by two times by going from a UP to a DP platform.

Note Due to the large procurement costs and usage models associated with MP
systems, power efficiency and power savings are typically a lower priority for end users.
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DP platforms provide an excellent cost/performance sweet spot. MP platforms have
typically demanded a higher overall price per CPU, while UP platforms are not as effective
at amortizing other platform costs (power and procurement). DP platforms also exhibit
strong performance scaling for many workloads.

UP server systems have traditionally been relegated to situations that simply did not
demand the performance of a DP or MP system. Rather than being deployed in a data
center, they have been used in other lower-end server appliances such as small business
NAS (network-attached storage). As single node performance continues to increase, UP
systems cost amortization is improving. If a DP system requires two network connections
in order to provide sufficient data to saturate the capabilities of the cores, then there
is no additional savings by scaling to two sockets. Server SoCs (like microservers) that
incorporate capabilities like networking also help reduce the power and procurement
amortization benefits of multi-socket systems.

Platforms that directly connect two to eight processors coherently to each other
are said to be glueless. A variety of glueless topologies have been developed over time.
Figure 4-2 shows some examples from recent processor generations from Intel. Note
that in each of these examples, every socket is either one or two “hops” from each other
socket on the platform. It is possible to connect even more processors in a coherent
network, but this generally requires special hardware (or glue) called node controllers. If
all the processors are directly connected to each other through point to point links, the
platform is said to be fully connected. Fully connected platforms generally have lower
latencies, higher bandwidth, and better performance scaling than platforms that are not.
There is a small power cost for the additional connectivity, but the return on investment
(performance) is well worth the cost for most usage models.

CPU CPU
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CPU
CPU

CPU

v
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CPU CPU
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Figure 4-2. Example glueless coherent platform topologies

Node Controllers

Although the majority of platforms limit the number of coherent CPUs to a maximum of
eight, it is possible to build much larger coherent systems using node controllers (xNC).
Node controllers are generally discrete chips that connect one, two, or four CPUs out to
other node controllers through a proprietary fabric (see Figure 4-3). These systems are
frequently used for building supercomputers and can connect hundreds of processors
and thousands of cores into a single coherent domain running a single operating system.
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Note that it is also possible to build large supercomputers without node controllers by
connecting a large number of nodes non-coherently through a network. The differences
between these designs are beyond the scope of this book.

Proprietary

Fabric

Figure 4-3. Node controller example

Memory Risers and Memory Buffer Chips

Certain high-end servers demand very large memory capacities. Databases are the most
common example. Each CPU socket is generally limited in the amount of DDR memory
to which it can directly attach. The number of DDR channels on a socket is constrained
by packaging and die costs. The number of DIMMs on a channel is limited by electrical
loading constraints. LR-DIMMs attempt to address some of these issues but can only

go so far. In order to expand memory past the constraints imposed by the CPU socket,
memory risers and memory buffer chips have been used on some high-end servers.
Rather than connecting the CPU directly to memory, the CPU communicates with a
discrete chip in the platform that is then able to communicate to the actual DDR memory.
In these platforms, the memory is connected on separate riser cards, where a set of
DIMMs is connected to a card, and then that card is connected into the motherboard.
There have been various flavors of these technologies over the years. Intel has

historically productized a memory buffer technology as part of its EX platforms (called
Scalable Memory Buffer [SMB]), and other OEMs have deployed their own proprietary
technologies to provide similar capabilities. These buffer chips do consume measurable
power (usually a few watts), but they tend to be dwarfed by other power in such platforms
(including the memory that they provide connectivity to).
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Server Chipsets

Many server platforms employ discrete chipsets that are connected to the CPUs. These
devices provide key legacy capabilities required for booting the platform, capabilities

for manageability, and also integration of many features that otherwise would require
discrete controllers (such as storage, network, and USB controllers). Some SoCs integrate
the chipset functionality into the package with an MCP, while others (like Avoton)
integrate the entire chipset into the same die as the CPU. The discrete chipsets used in
many Xeon server designs at Intel are called a PCH (Platform Controller Hub). The PCH
attaches to the CPU via a proprietary DMI (Direct Media Interface) link, and provides
boot, manageability, and I/O services to the platform.

The PCH has been the south bridge of the two-chip Xeon Intel Architecture since
the Nehalem/Tylersburg generation and is a companion to the CPU. This architecture
succeeds the Intel Hub Architecture, which was a three-chip solution. Successive
generations of PCH have advanced the I/0 capability of IA platforms, with Gen2 PCle,
Gen3 SATA, and Gen3 USB now available on Wellsburg. A microcontroller-based power
management controller (PMC) and a Management Engine (ME) were added to the PCH
to support traditional power management features, along with several extended features.

The chipset serves a variety of purposes in the platform. Table 4-3 provides a
high-level summary of some of the key capabilities. Figure 4-4 shows an example block
diagram of such a system. Table 4-4 enumerates some of the integrated functionality of
modern PCHs.

Table 4-3. PCH High-Level Capabilities

Capability Description

High-performance I/O connectivity — This includes PCle, storage (SATA and/or SAS),
networking, etc. These capabilities are only
available when the CPU is active and the system is
in the SO state.

Wake/boot The PCH both detects wake events (like Wake on
LAN) and sequences the platform to transition in
and out of platform power states. The PCH also
provides access to flash memory for BIOS.

Manageability This provides interfaces for the data center to
monitor and manage the node, such as reading
temperatures.

Real-time clock (RTC) This maintains the system clock that tracks clock

time. If you unplug a desktop from the wall, your
time and date is not lost since it is maintained on
the RTC. The same capability exists in server PCHs.

Legacy I/0 connectivity This provides connectivity to low-performance
platform connectivity that is generally required
for system operation.
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Figure 4-4. A typical server PCH architecture block diagram

Table 4-4. Primary PCH Components

Component Description

On-die fabric Interconnects exist on the PCH that are commonly called on-die
or on-chip fabrics. These interconnects are conceptually similar to
those in CPUs. These are not to be confused with fabrics that connect
multiple CPUs together at the data center level.

DMI DMI provides a mechanism to connect the PCH and components
connected downstream from the PCH to the CPU. It operates very
similar to PCle.

PCle PCle connectivity can be incorporated both into the CPU and the
PCH and shares the same basic power management capabilities. The
PCH is useful for high fanout, low bandwidth connectivity.

SATA Storage connectivity is included on some PCHs and is discussed in
the “Storage” section of this chapter.

USB USB is primarily targeted and consumer usage models but is also
present in servers (particularly for debug usage models). It is
discussed later in this chapter.

Ethernet Ethernet integration is also incorporated into the PCH. Networking
power management is discussed in the “Networking” section of
this chapter.

(continued)
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Table 4-4. (continued)

Component Description
SPI/LPC Serial Peripheral Interface (SPI) and Low Pin Count Interface (LPC)
(legacy 1/0) provide connection points to platform boot devices that contain the

BIOS/UEFI image, as well as firmware for other PCH components
(e.g., ME, Ethernet).

ME The Management Engine on the PCH provides platform management
services, key management, and cryptographic services.

SMBus SMBus provides a legacy mechanism for communication with platform
peripherals for system and power management-related tasks.

The PCH has traditionally been the component that provides access to various
high-speed 1/0s (SATA, Ethernet, PCle, USB), although these capabilities are increasingly
being integrated into the CPU to create SoC components. The SATA/PCle/Ethernet/USB
interfaces provide access to external communication, including disk/solid-state storage,
networking, USB ports, and manageability. Moving data with higher performance
between two devices in a platform consumes non-trivial power, and integration is an
effective way to significantly improve overall platform power consumption.

Internally, the PCH architecture is constructed with a mix of analog and digital
components. Similar to the CPU uncore, analog design is used for designing the off-chip
communication (e.g., PCIe/SATA/USB physical interface) and on-die memory (SRAM),
while the bulk of the remaining system is built out of synchronous digital logic. Unlike
traditional server CPUs, a large percentage of the chipset power is consumed by analog
1/0 circuitry (commonly called physical layer or PHY) and not the digital logic.

PCH and Platform Power Management

The PCH orchestrates many of the platform power states introduced in Chapter 2.
In addition to this task, it is responsible for managing its own power states. Table 4-5
provides an overview of the power management states in which the PCH participates.
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Table 4-5. System States Supported by Server PCH

State Description
C-states Low-power states for PCH I/Os
See Chapter 2 for details on CPU C-states. PCH does not support all the
traditional CPU C-states but places its I/Os in low-power states when
the CPU is not active.
e (CO0is an active state when the PCH logic and I/0 are functional.
e Cxis aclock/power-gated state, during which PCH 1/Os are
transitioned to a lower power-managed state.
S-states Turning off the CPU package (sleep state)
See Chapter 2 for details on S-states. The PCH I/Os are turned off
(except S0), but the PCH core logic remains active in all S-states.
PCH can wake the CPU up from S3/S4/S5 states based on platform
signaling. Waking from an S3 state takes seconds, whereas waking from
S5 requires a full system boot and can take multiple minutes.
M-states Turning off the Management Engine
These states are related to the Management Engine.
e MO: Active state, when platform is in SO state.
e M3: Active state, when platform is in S3/54/S5 state, used for
out-of-band platform management and diagnostics.
e MOff: Management engine is turned off in Sx.
G-states Global states

See Chapter 2 for details. The PCH is active in GO to G2 and is only off
in the G3 state (mechanical off).

Since the PCH controls the platform rails and clocks, it needs to remain powered on
even in states where the CPU is powered off (G- and S-states). This is accomplished by
using platform power rails that are successively powered off depending on the system
state. The PCH provides a number of high-level capabilities that are successively disabled
at lower power states. Table 4-4 provides an overview of these capabilities, and Table 4-6
shows how the capabilities are disabled in each power state.
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Table 4-6. Example PCH Power States and Capabilities

G-State M-State S-States Power Rails Manageability Wake Capability
GO MO SO All available Available N/A (awake)
GO M3 S3/S4/S5 Wake + Manageability + Available Yes
RTC
G2 MOff S4/S5 Wake + RTC Disabled Yes
G3 MOff S4/S5 RTC Disabled None

Systems autonomously transition out of the G3 state and into the G2 state when power
is supplied to the platform. From there, various wake events can be used to transition the
state into a higher power operational mode as needed. As such, the G3 state is hidden
from the user.

PCH Power Management

The PCH consumes a small percentage of a node’s overall power. Because the bulk of the
power consumed by the PCH exists in the I/O PHYs, the typical power consumed under
load is very dependent on the number of connected devices. The TDP power of Patsburg
(the chipset used with Sandy Bridge and Ivy Bridge E5 processors) was 8 W to 12 W when
all of the high-speed I/0 ports were connected (fully populated). Wellsburg (paired with
Haswell E5) consumed a TDP of 7 W when fully populated. Notable power can be saved
if certain I/Os are not populated. Table 4-7 provides an overview of four different usage
configurations of the PCH and the corresponding TDP power for those configurations.

Table 4-7. PCH TDP Power (W) Consumption with Various 1/0 Port Configurations

Workstation Server Low Power Boot-Only
USB2 Ports 14 6 2 (detection) 0
USB3 Ports 4 4 1 (detection) 0
SATA3 Ports 8 5 2 0
SATA2 Ports 2 1 1 0
PCle Lanes 8 4 2 0
TDP (W) 6.5 5 3.2 1

The Wellsburg PCH, which launched with the Haswell Server CPU, is built on a
low-leakage process and does not implement techniques like voltage-frequency scaling
or power gating to reduce the power consumed at runtime. Turbo is not available.

In order to save power, clock gating is performed on logic features that are disabled or
not currently in use. Since the PCH is I/O dominated, a sizable portion of the power is
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consumed by the circuits that provide the physical interface to the platform. The voltage
of these interfaces is generally static (as defined by industry standard specifications).
Several power management states are defined for the links to opportunistically reduce
power based on the operating state, as described in the following subsections.

If an entire section of logic is not being used, then the PLL (phase-locked loop)
that drives that logic can be powered down. For example, if a user is building a compute
node that lacks any local drives, the storage subsystem in the PCH can be completely
powered down.

PCle in Chipsets

Prior to Sandy Bridge and Jasper Forest, chipsets provided the PCle connectivity in the
platform. When Sandy Bridge integrated PCle into the CPU, the chipsets continued to
provide this capability. Today in platforms with discrete PCH devices, PCle connectivity
is offered on both the CPU die and the PCH. PCle in the PCH provides the same power-
saving capabilities that are described in Chapter 3 (L1, DLW).

PCle on the CPU provides high performance and (relatively) low latency connectivity
at the expense of limitations in the fanout (devices smaller than x4 consume four lanes).
The PCH, on the other hand, provides lower bandwidth and longer latencies, but can be
bifurcated down to x1 making it an excellent choice for low bandwidth devices.

PCH Thermal Management

The PCH contains thermal sensors in order to monitor the temperature and help
guarantee that the PCH will not get to a dangerous temperature where reduced reliability
or damage could occur. The PCH may throttle itself to stay under a target temperature or
even initiate an immediate shutdown if temperature exceeds a catastrophic threshold.
Like CPUs, PCHs are spec’d with a TDP rating that is used to design the thermal solution
and an ICCMAX rating that is used to size the voltage regulators to power the voltage rails.
They also contain similar thermal protection mechanisms such as shutting down the
platform when catastrophic temperatures are detected. Platform thermal management is
discussed in detail later in the chapter.

Networking

Network interfaces—both the local LAN adapter as well as network infrastructure
devices—are the gateway for the server platform to the rest of the world. Network activity
demonstrates unpredictable distribution of packet arrival times at multiple scales.

As a side effect, the network interfaces are never fully powered down. LAN adapters
contribute ~5-10 W to the overall platform power. This power is not one of the primary
power contributors in typical server platforms that deploy high-power CPUs and large
amounts of memory. Although the LAN adapters themselves do not directly contribute a
significant percentage of the platform power, their behavior and configuration can have a
large impact on the power consumption of the CPU (and thus the platform).
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Note Although network cards do not themselves contribute a significant percentage
of the platform power consumption, their configuration and behavior can have significant
impacts on CPU power (and thus platform power).

In typical usage, LAN component power is driven by five main factors. Table 4-8
provides a high-level summary of these factors (which are discussed in detail in the
following pages.).

Table 4-8. Primary Factors in LAN Controller Power

Factor Description

Ambient temperature LAN devices have traditionally been manufactured
with high-leakage process technologies, resulting in a
significant power increase at higher temperatures.

Attached media The type of connection (fiber optic, copper cable, etc.)
can have a moderate impact on the power consumption.

Configured speed LAN controllers can be configured by software to run at
lower frequencies. This can save notable power.

Power management features  Various power management options are available that
can trade off performance (latency) to save power.

Bandwidth Packets per second have the biggest impact on NIC
power (not raw bandwidth). However, on recent high-
performance networking devices, there is not significant
sensitivity to bandwidth.

Ambient Temperature, TDP, and Thermal Management

Many LAN vendors quote typical power numbers in their datasheets. However, there
are no industry conventions as to what typical usage is, though many assume 25°C for
ambient air temperature, and nominal voltage. An increase in temperature from 25°C

to 70°C can increase the component power by 50% to 100% solely due to leakage (which
itself is a function of the silicon process used to produce the device). As LAN controllers
transition to lower leakage processes or are integrated into low-leakage SoC designs, the
sensitivity to temperature will decrease.

Similar to CPU designs, the maximum quoted power of the LAN controller is measured
assuming worst-case conditions, including high temperatures (~70°C ambient). The server
platform thermal management—such as fan size and speed—is designed to cool to this
maximum component thermal design point (TDP). LAN controllers are typically designed
assuming passive cooling, and it is also common for these devices to exist in areas of
limited airflow. Active cooling—such as fans—is discouraged because of server platform
reliability concerns. The net result is, regardless of the functionality or media provided,
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the server LAN component TDP must be 10 W or less (unless special design provisions are
made at the platform level for additional fan cooling). Tables 4-9, 4-10, and 4-11 show some
historical information about Intel LAN adapter TDP power.

Table 4-9. Historical TDP Power of Single-Port 1 Gbps Intel LAN Adapters

Year Device Ports/Speed TDP (W) TDP (W) / Gbps
2001 Intel 82544EI PCI-X 1x 1 Gbps 1.5W 1.5W
2004 Intel 82541 PCI 1x 1 Gbps 1.OW 1L.OW
2005 Intel 82573 PCle 1x 1 Gbps 1.3W 1.3W
2008 Intel 82574 PCI 1x 1 Gbps 0.7W 0.7W
2012 Intel 1210 PCle 1x 1 Gbps 0.7W 0.7W

Table 4-10. Historical TDP Power of Multi-Port 1 GBps Intel LAN Adapters

Year Device Ports/Speed TDP (W) TDP (W) / Gbps
2005 Intel 82571 PCle 2x 1 Gbps 34W 1.7W
2009 Intel 82576 PCle 2x 1 Gbps 2.8W 1.4W
2010 Intel 82580 PCle 4x 1 Gbps 35W 09W
2011 Intel 1350 PCIe 2x 1 Gbps 2.8W 14W
2011 Intel 1350 PCIe 4x 1 Gbps 4.0W 1.0W

Table 4-11. Historical TDP Power of 10 GBps Intel LAN Adapters

Year Device Ports/Speed TDP (W) TDP (W) / Gbps
2001 Intel 82597 PCI-X 1x 10 Gbps 9.0W 0.9W
2007 Intel 82598 PCle 2x 10 Gbps 6.5W 0.3W
2011 Intel 82599 PCle 2x 10 Gbps 6.2W 0.3W
2012 Intel X540 PCle w/ 2x 10 Gbps 125W 0.6 W

10GBASE-T Phy?
2014 Intel X710 PCle 4x 10 Gbps 7.0W 0.17W

*This device includes a I0GBASE-T attached media, increasing the TDP power. The other
controllers listed must be paired with a separate attached media.
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Note Typical power for NIC cards is well below their TDP specifications. NICs frequently
operate at lower temperatures than their specifications, saving significant leakage power.

In typical usage, the LAN component does not operate at TDP. Some LAN devices
include thermal sensor diodes, as well as management interfaces, to enable other
platform components to query the component thermal state and adjust fan speed. In
practice, many of these platform methods require additional calibration of the thermal
sensors which, if not done, may limit the effectiveness of the fan speed algorithms.

Attached Media

Most LAN adapters can be paired with a variety of different interconnect types that provide
the actual connectivity between the LAN adapter and network switches. These are called
attached media.

Server LAN implementations have a greater variety of media types than those found
on client systems. Whereas most equate Ethernet to the pervasive RJ-45 connector and
10BASE-T (10 Mbps), 100BASE-TX (Fast Ethernet, or 100 Mbps) and 1000BASE-T
(1 Gbps Gigabit Ethernet), server platforms have employed several media types as
summarized in Table 4-12.

Table 4-12. Types of Attached Media

Type Max Distance Power Latency

Multi-mode short reach (SR) fiber optic ~400 m ~1W Slight increase

Single-mode long read (LR) fiber optic  ~10 km ~1W Slight increase

KX/KX4/KR Backplane (copper) Server backplane 100s of mW Best

Direct Attach (DA) 3-10m 100s of mW  Best

BASE-T 100+ m 2-3W Adds ~1
microsecond

Note Cost and distances are generally the deciding factors in attached media selection.
Latency is important to a subset of customers.
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Each of these media solutions have tradeoffs between cable cost, power, distance,
and even propagation velocity (fiber is slightly slower than copper-based connections).
Because of this diversity, many server LAN connections are shipped with an SFP or
SFP+ cage, which accepts various media type pluggable modules.

LAN Power Management Features

A number of common features are used for reducing power of both the LAN devices
and the CPU. In addition to these, higher-end server LAN adapters implement multiple
queues and methods to balance network traffic across multiple CPU cores. As a result,
CPU cores can operate at a reduced frequency and save power.

Media Speed

Some media types—such as BASE-T and backplane—support establishing a link at lower
media rates than the maximum possible—such as a 1 Gbps adapter linked at 100 Mbps.
Lowering the established link rate often reduces the component power, sometimes by as
much as 50%. As the link speed drops, the internal synchronized media clock lowers in
frequency, leading to a lower dynamic power. Another effect relates to effective packet rates,
since LAN component power varies more as a function of packet rate than packet size. For
each packet, the LAN controller performs various lookups on the packet headers. Reducing
the media rate reduces the packet rates as well, again leading to lower dynamic power.

In practice, changing media speed is not applicable for most server usage models.
The transition latency is slow, and the reduced speed results in significant peak
throughput reductions and the potential for increased latencies. Although this can save
notable power from the perspective of the LAN controller, it is generally not as significant
as a percentage of the overall platform power.

Energy Efficient Ethernet

BASE-T and backplane media also support Energy Efficient Ethernet® (EEE). This is
frequently called triple-E for short. EEE devices enter into a low power mode during idle
periods, periodically sending idle sequences to keep the link active and sending a wakeup
symbol to the peer when the link needs to be reactivated. Depending on the media, the
link transitions from idle to active are less than about 16 microseconds. BASE-T devices
can reduce their PHY idle power as much 400 mW with 1000BASE-T, and by 2 W with
10GBASE-T.

EEE is managed by the NIC driver and can be controlled at runtime. It is generally
enabled by default. The latency cost of EEE is not noticeable in many usage models, but
the power savings is also not particularly significant. Latency sensitive users may want to
attempt to disable this capability.

SEEE is decribed in detail in IEEE Std 802.3az-2010.
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Wake on LAN

Wake on LAN (WoL) is a common feature available on server LAN adapters. It is not a
power-savings feature as much as a mechanism to wake the system from an S-state.

If the platform supports suspend or wake from soft-off modes, WoL allows remote
administrators a simple method to remotely activate a server platform. Often, the LAN
interface will reduce link speed automatically when entering this state to minimize
power and await receipt of a wake pattern. A common pattern used is the Magic Packet
pattern. Upon receipt, the LAN controller asserts a signal to the platform to bring the
system out of the low-power state.

Active State Power Management (ASPM)

Discrete LAN controllers are connected using PCle. As such, PCle Active State Power
Management is available to manage power on LAN controllers. PCle power management
is discussed in Chapter 3.

NIC ASPM L1 is frequently disabled in server deployments. This can frequently
be performed in the system BIOS. The latency implications are frequently not worth
the low amount of power savings. One common issue with ASPM L1 is that it blocks
communication between a driver (running on the CPU) and the NIC device. When
communication is required, the core is then stalled. This ends up wasting CPU power,
which eats into the already small savings from L1.

Interrupt Moderation

Interrupt moderation is another common feature of LAN controllers. It limits the rate

at which interrupt signals are delivered to the host CPU. This often reduces the CPU
utilization with little to no observable impact to bandwidth. Interrupt moderation has
little impact on NIC power, but the decreased CPU utilizations can significantly improve
CPU power consumption. It can also make additional CPU cycles available for other
processes, improving the throughput of the node. By rate limiting interrupts, the CPU is
notified less often, resulting in an increase in latency and response time. The amount of
latency impact can be tuned inside the NIC driver and is commonly configured to levels
on the order of 100-200 microseconds. This feature is typically enabled by default, and
can be disabled (or configured) inside the NIC driver configuration.

Interrupt moderation can have a significant impact on power and latency in systems,
and is frequently overlooked. Tuning this feature should be a priority for anyone who is
concerned about latency and response times.

DMA coalescing is a related feature that attempts to queue up data transfers inside
the NIC and burst them into the CPU. The intention of this feature was to allow the CPU
to get into a low-power idle state between bursts of activity. In practice this feature has
shown minimal effectiveness in server environments while also significantly increasing
network latencies. It is not enabled by default.
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USB

USB connectivity is provided by server PCHs. Many large-scale data centers do not
connect devices to USB under normal operation, but it is common for USB ports to be
included on those platforms. “Crash cart” support is a common usage model, where USB
is periodically used to connect a keyboard/mouse for local debug, or to connect a USB
drive for similar purposes. USB can also be used in some low-end storage systems for
connecting USB storage. Power management of USB can be very effective at saving power
at minimal to no power cost due to these limited usage models.

Link Power States

The initial USB power management capabilities were very coarse grained. A suspend/resume
scheme provided two levels—effectively “on” and “off” These take milliseconds for
transitions, making them inadequate for many power-efficiency usage models. USB
devices are common in consumer usage models where achieving very low idle power

is critical to achieving long battery life. As a result, USB has been a focus for power
optimization in these environments. Much of these capabilities are unnecessary in
server usage models.

USB 2.0 originally only supported these two levels but later added support for
L-states that complemented the suspend state. On USB 2.0, the state of the link is tied to
the power state of the device. These states are summarized in Table 4-13. Suspend can
still be used for states that have no latency sensitivity (such as S3/54).

Table 4-13. USB 2.0 Power States

State Name Link Savings Device Savings Exit Latency
Lo On -- -- --

L1 Sleep ~100 mW Device-specific microseconds
L2 Suspend ~125 mW Device draws almost no power milliseconds
L3 Off/Disconnected ~140 mW Device powered down milliseconds

Note: Power savings are design dependent. These numbers provide a reference point.

On USB 3.0, the device power states were decoupled from the link power states.
U-states were defined that control the power state of the link only. Table 4-14 provides an
overview of the four USB 3.0 link power states.
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Table 4-14. USB 3.0 Link Power States

State Name Link Savings Exit Latency
uo Link active -- --

Ul Link down ~100 mW per lane Microseconds
U2 Link down ~125 mW per lane Milliseconds
U3 Link off ~140 mW per lane Milliseconds

Note: Power savings are design dependent. These numbers provide a reference point.

Link Frequency/Voltage

USB has gone through three generations. Each generation has a single frequency at which
the device runs (see Table 4-15). Multiple voltage/frequency points are not supported.
Newer generation devices support (by rule) backward compatibility to the prior
generation frequencies.

Table 4-15. USB Generations

Generation Frequency Duplex Theoretical Bandwidth
USB1.x 12 MHz Half 1.5 MB/s

USB 2.0 480 MHz Half 35 MB/s

USB 3.0 5 GHz Full 500 MB/s (per direction)

USB 3.0 moved to a full-duplex design, effectively providing separate communication
channels for both directions, increasing the peak throughput when data are transferred in
both directions simultaneously. This required the addition of two more differential pairs,
and is similar to a single lane of PCIe or a SATA connection.

Storage

Many modern data centers deploy storage in a variety of different ways. Some compute
nodes have no local storage and depend entirely on the network to provide access to
remote storage. It is also common to see compute nodes with a single drive (commonly
an SSD) that provides for high-performance local storage. Other nodes can be targeted for
storage and can provide access to a large number of drives. These nodes are connected

to compute servers through high-performance interconnects to provide large pools of
shared storage.
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Traditionally, drives have been connected through PCle-based controllers. Two
standard interfaces exist for these controllers: SATA and SAS. Serial Advanced Technology
Attachment (SATA) is the lower cost of the two, but it also provides lower peak performance.
SATA can be used both in consumer and server usage models. Serial attached SCSI (SAS)
is generally more expensive and higher performance and is targeted at enterprise usage
models. SATA drives can be connected to a SAS infrastructure, but SAS drives cannot be
connected to a SATA controller. SATA and SAS support both SSDs (solid state drives) and
HDDs (hard disk drives). In addition to providing higher peak performance, SAS provides
the ability to connect a large number of drives to a single controller, making it popular in
very high capacity deployments.

In recent years, SSDs have begun to be directly connected on PCle. Non-Volatile
Memory Express (NVMe) is a specification for performing this direct connection. NVMe
provides lower latency and higher performance than SAS and SATA. This is particularly
well-suited for high performance compute nodes that require local storage. NVMe SSDs
exhibit similar power characteristics to SATA and SAS SSDs. Their potential for higher
performance also translates into higher power consumption.

Storage power consumption is generally not a significant component of the overall
node power in traditional compute servers. However, the power consumption of the
drives on a storage node can dwarf the other components on the node. Storage power is
also more significant in low-power, low-performance servers where the drive power is not
amortized across a high-power CPU node.

Storage Servers and Power Management

In a typical storage server the CPU complex manages tens to thousands of drives.

Storage servers can use a mix of SSDs and HDDs, and the mix is determined by the
performance needs. SSDs have higher procurement costs but provide improved
performance. A significant amount of power in storage servers is consumed by the drives.
Cooling a dense storage complex can also consume non-trivial power.

It is increasingly critical to manage the power consumed by the storage devices,
without adversely affecting performance. Various power management schemes can be
used depending on the performance requirements of the application. In a cold storage
system where a massive amount of data is maintained but accessed rarely with low
performance and latency requirements, aggressive power management can be used
to reduce costs. On the other hand, limited power savings is used in performance- and
latency-critical storage deployments. Aggressive power savings in such environments can
be detrimental to performance but can also reduce overall data center power efficiency
by forcing compute nodes to wait longer for data (wasting power in the process).

Power savings opportunities exist both within the drives and in the communication
layer between the drives and their controllers. Storage power management schemes
have been developed for both server usage models as well as consumer usage models. In
consumer usage models, very low idle power is critical for battery life, and capabilities have
been developed to address these concerns. These same capabilities may be available in the
server space but can provide poor tradeoffs. A few hundred milliwatts of power savings is
commonly a poor tradeoff if it could result in milliseconds of response time increase.
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HDDs and SDDs

SSDs generally provide higher bandwidth and lower latencies than HDDs; however,

this has traditionally come at increased power and cost per capacity. Actual power
consumption is drive dependent, and can range anywhere from a couple of watts to more
than 10 watts.

Traditionally, 3.5" HDDs have been extensively used in data centers and other
server applications. They can provide the best cost per GB due to the larger platters. 2.5"
HDDs do tend to exhibit lower power draw than 3.5" drives of the same capacity, but this
benefit tends to be overshadowed by their overall lower maximum capacity in the same
technology generation.

The amount of traffic that an HDD is servicing has minimal impact on the amount
of power that is consumed. Rather, the state of the drive (Is it spinning? Are the heads
loaded?) is the predominant component of HDD power consumption. SSDs, on the other
hand, exhibit significant power dynamic range as a function of bandwidth. The act of
reading and writing the cells itself consumes a significant percentage of the drive power.
SSDs’ power consumption also appears to scale with capacity. This is not because the cells
themselves consume significant power, but because peak performance of these higher
capacity drives is frequently higher, providing more potential for power consumption.

Power consumption during spin-up of an HDD is often the highest power draw of
all of the different operating states of an HDD. It can dwarf the power consumption of
normal operation. In storage servers with a large number of HDDs, staggered spin-up
can be employed to prevent the excessive power consumption of spin-up, which may
result in a power shortage. Staggered spin-up starts one drive at a time, either waiting for
the drive to signal that it is ready or waiting a predefined amount of time prior to starting
the next drive. Many data center designers are concerned about the provisioned power of
each node, rack, and so on. This is the amount of power that the system must be designed
to provide and is generally less than the sum of the worst-case power of every individual
subcomponent in the system. When spin-up is staggered, platform power delivery does
not need to be designed for this high-peak power across many drives simultaneously,
which means that both cost and the potential for compute density improve. However,
this comes at the cost of additional potential latency when drives are spinning down for
power efficiency reasons.

SATA and SAS Drive Power Management

Power management of drives can be split into two categories: saving power on the actual
drive and saving power on the interconnect (PHY). SAS and SATA have many similarities
in their power management methodologies and terminology. Power management of the
drive itself is significantly more important than the PHY.

SATA devices (drives) support four power states as shown in Table 4-16. These states
can save significant power. The Sleep state is rarely used on servers. You would likely not
want to use Standby with HDDs on a compute server when any activity is possible, but
careful use is possible on large storage arrays.
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Table 4-16. SATA Device Power Savings*

Action Description Receives HDD Wake Latency
Commands

Working (active) Normal operation. Yes Spun up N/A
Fully powered.

Idle Active power savings. Yes Spun up Milliseconds
May take longer to
respond to commands.

Standby Device still responds to ~ Yes Spun down <= 30 seconds
typical commands, but
response time may be
significant.

Sleep Device is putto sleep. ~ No Spun down <=30seconds
Must be explicitly
woken up.

SAS power management is conceptually very similar to that of SATA. The PHY
supports both Partial and Slumber states with the same characteristics. In the T10 SAS
standard, additional states are defined. Although the ATA8-ACS SATA standard only
calls for the four states enumerated in Table 4-16, SATA drives may also support similar
states to SAS. Table 4-17 provides a summary of these states with ballpark power savings
estimates. Note that significant HDD power savings is only possible when significant
exit latency costs are accepted. As a result, these power savings modes are typically only
deployed after significant idle periods (if at all).

Table 4-17. SAS/SATA HDD Power Savings Modes

State Spinning Heads Power Savings  Exit Latency
Active Full speed Loaded Baseline N/A

Idle A Full speed Loaded ~10% ~100 ms
Idle B Full speed Unloaded ~20% ~200-400 ms
Idle C Reduced speed Unloaded ~50% Seconds
Standby Y (SAS) Spun down Unloaded ~90% Seconds
Standby Z (SAS) Spun down Unloaded ~90% Seconds

Standby (SATA)

‘ATAS8-ACS Standard. www.sata-io.org/sites/default/files/images/SATAPowerManagement

articleFINAL 4-3-12_1.pdf.
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For the PHY, both SAS and SATA supports two low-power modes; Partial and
Slumber (see Table 4-18). After some predetermined period of inactivity, either the
host or the device can signal the PHY to enter its reduced power state. PHY power
management has moderately long wakeup latencies, limiting the ability for fine-grained
power savings. Slumber has quite long wake latencies, which preclude them from being
used in some server usage models. Partial also achieves idle power on the order of ~100
mW, so further power savings at the expense of latency can be counter-productive at
the platform level outside of deep idle platform states. DevSleep is predominantly a
consumer device power state.

Table 4-18. PHY Power States®

Action Wake Latency
Active (SAS) N/A

PHY Ready (SATA)

Partial <10 ps
Slumber <10 ms
DevSleep (SATA) ~1s

SSD drives are common in both consumer and enterprise environments. However,
these drives have different characteristics and optimization points. Low-power operation
and idle power optimization is critical in the consumer space, and the drives have been
optimized for those cases. On the other hand, this has been less of a focus in many
enterprise drives. Unlike with HDDs, enterprise SSDs may consume only 25% (or less) of
their peak read bandwidth power while running in an Active Idle state (and maintaining
fast response times). Traditionally, enterprise SSD procurement costs have dwarfed
power costs, and users were not likely to deploy SSDs into areas that would be exposed
to significant idle periods. As time progresses, the cost per GB of SSDs is decreasing.
This will enable SSDs to compete in usage models traditionally reserved for HDDs and is
expected to make power management more of a focus.

Frequency/Voltage

SATA and SAS both have evolved over time by increasing frequencies to provide higher
bandwidth. Table 4-19 illustrates how these generations have evolved. Newer generation
devices support (by rule) backward compatibility to the prior generation frequencies, and
the operating voltage has been held constant.

Swww.sata-io.org/sites/default/files/documents/SATADevSleep-and-
RTD3-WP-037-20120102-2_final.pdf
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Table 4-19. SATA and SAS Generations
SATA Generation  SAS Generation Link Frequency Theoretical Peak Bandwidth

SATA 1.x SAS 1.0 1.5 GHz 150 MB/s
SATA 2.x SAS 1.0 3GHz 300 MB/s
SATA 3.x SAS 2.0 6 GHz 600 MB/s
- SAS 3.0 12 GHz 1200 MB/s

SATA and SAS traditionally transfer data serially (1 bit of data at a time) and use
8b/10b° encoding, which consumes 20% of the data in order to support the high-speed
transmission.

80% * (1.5 GHz / 8 bits per byte) = 150 MB/s

SATA 3.2 includes support for PCle connected devices, which can leverage the
parallel nature of PCle to achieve even higher throughput. It includes the SATA 3
capabilities for traditional SATA connectivity (at the same bandwidth).

NVMe Drive Power Management

NVMe provides power management capabilities that allow the power to be scaled down
at the cost of lower throughput and higher latency. Seven different states are defined
(numbered 0 to 6) as shown in Table 4-20.

Table 4-20. NVMe Power States

State Operational Exit Latency Performance

0 Yes -- Peak

1to4 Yes Microseconds  Degraded throughput and latency with
increasing exit latency

5 No ~50 ms

6 No ~500 ms

NVMe allows the host to manage power statically or dynamically to complement
autonomous power management performed by the NVMe drives. When power is
managed statically, the host predetermines the power allocated to the NVMe drives and
sets the NVMe power state of each drive. When the host manages power dynamically,
the NVMe power state of each device is updated periodically to accommodate changing
performance and power requirements of the host.

°8b/10b is an encoding scheme that takes 8 bits of data and transfers it using 10 bits. It is used to
transmit data over some high-speed interfaces.
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Note NVMe is frequently used in compute servers that demand peak performance.
As a result, aggressive power management, particularly with states 5 and 6, may
not be a good match.

NVMe is a relatively new technology. Power management of enterprise-class NVMe
drives has not been a priority for many users or designs. Many of the initial enterprise
offerings do not implement these power management states.

Power Delivery

There are a large number of components within a server platform, and each of them
requires power to provide their necessary function. Different components in the system
have different requirements for the type of power that they receive. Some need high
voltages, others low. Some are very sensitive to operating at a very specific voltage,
whereas others are able to tolerate a range of voltages.

Since the type of power provided to a server system is similar to the power you get
from your home’s wall outlet, the system has many power converters to convert this AC
(alternating current) voltage to the many specific DC (direct current) voltages needed
by all its components. The conversion of this AC voltage to the required DC voltages
consumes power, referred to as losses in the converter. The typical measure of these
losses in the power converters is expressed as an efficiency. Efficiency is expressed
as the ratio of the output power to the input power. Since the input power equals the
output power plus the power losses of the converter, the efficiency can be expressed as
the following equation:

Output Power _ Output Power

Efficiency = =
Wiciency InputPower  Output Power +Converter Power Losses

How efficiently these power converters convert power from higher voltages to the
lower voltages that are required by the loads is critical to the overall efficiency of the
system. Even in systems with the best converter efficiency, these losses can make up
10%-20% of the power in the system. At low system utilizations, they can contribute an
even higher percentage of the power. This section provides an overview of these power
converter losses, basics of the different type of power converters used in the system, the
various elements of the power conversions that contribute to their losses, and special
features to help reduce losses in these power converters.

Overview of Power Delivery

Figure 4-5 illustrates an example power converter block diagram for a standard dual
processor system. Block diagrams like this are commonly found in motherboard
schematics.
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Figure 4-5. Dual socket power conversion block diagram

Power is first processed by a power supply and converted from AC to DC (see Table 4-21).
The output DC power from the power supply is then converted to the various DC voltage
levels required by different platform components (see Table 4-22). Power budgets must
be determined for each component in the system so that sizing can be done at each stage
of the power delivery network (see Table 4-23).
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Table 4-21. Components in a Power Supply

Component Type Typical Efficiency Description

Power factor Power converter ~98% This is a power conversion

correction in system AC/DC stage inside the system

power supply power supply whose primary

function is to provide power
factor correction. This is
the first stage converter. It
provides a 400 VDC output
voltage to the second stage in
the power supply.

Isolated DC/DC  Power converter ~97% This is a power conversion

stage in the system stage inside the system

AC/DC power
supply

power supply whose primary
functions are to provide safety
isolation for the AC input and
provide a regulated DC output
voltage that can be used by
the system.

Table 4-22. Types of DC/DC Power Converters

Component

Type

Typical Efficiency

Description

Multi-phase
buck

Buck regulator

Linear regulator

DC/DC switching 80-90%
power converter

on the

motherboard

Simple DC/DC ~90%
switching power
converter on the

motherboard

Power converter
used to power
very low power
devices on the
motherboard

Output Voltage
Input Voltage

Power converter used to
provide high currents at
low voltages. Frequently
converts 12Vto 1-2 V.

Simple converters

used to power lower
power devices on the
motherboard. Typical
inputs of 12V/5V/3.3V
converting to outputs of
5Vto<lV.

Very simple and low-cost
converter that provides
poor efficiency and
therefore is used only

for very low-power
loads. Their efficiency is
determined by the ratio
of the output voltage to
the input voltage.
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Power Block Diagram—Loads

Component

Description

Cores, uncore, DIMMs  These loads in the system are the primary power consumers

and provide the core computing capabilities of the system.

LAN, PCH, USB, PCle These are lower power loads in the system that provide input

and output to the system compute capabilities.

HDD These are medium power loads that provide storage
capabilities.
Active cooling These are medium power loads that are primarily axial fans

in the system. Other types of exotic cooling, such as liquid
cooling, are also possible.

The block diagram contains switching power converters, linear regulators, and
the loads. Almost all of the system power passes through three to four stages of power
conversion to get from the 230 VAC input to the points of load. There are multiple reasons
why the power passes through these series stages:

The first step converts from AC to DC to provide power factor
correction. Most digital circuits require DC power for operation.

Itis more efficient to transmit higher voltages over longer distances.
This is why power is kept at higher voltages as long as possible.

Low-power loads are powered by linear regulators. While these
regulators are less efficient than more complex voltage regulators,
they also have lower cost due to their simple design and small
number of components. The loss in efficiency is small in the
overall power consumption.

The easily accessible portions of the platform must not
expose technicians to dangerous sources of electricity
(such as the AC input).

Note Transmitting power using higher voltages is more efficient. Wires used for
transmitting power have resistance in them. Power is consumed because of this resistance
and is proportional to the square of the current (Watts = I?R). By increasing voltage at a fixed
power, current is reduced, thus reducing these quadratic losses (Power = | * R).
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It’s not uncommon to see a system with a total of 25-30 power converters in the
system and on the motherboard. There are a few reasons for these many converters:

e  Power efficiency can be improved by adding more regulators in
order to reduce I’R losses.

e  Certain legacy functions and capabilities require specific
voltage levels.

e  System standard components (USB, HDD, PCle adapters)
require industry standard voltages that cannot be changed.

e  Customized voltages are required for processors and other silicon
devices in order to achieve high performance and power
efficient designs.

Power Converter Basics

As discussed earlier, the system contains different types of power converters. Each of
these has tradeoffs that can have a significant impact on the overall power efficiency of
the platform.

First, energy can be transmitted either as AC (alternating current) or DC (direct current).
Digital circuits require DC power to operate. AC power is commonly used to transmit
power from power plants across the electrical grid because it is relatively easy (and
inexpensive) to change AC voltages using transformers. AC power is used to distribute
power within data centers as well, but it must be converted into DC power at some point
in order to drive digital circuits.

AC/DC power conversion provides this mechanism. Different components in
a platform require different voltages. DC/DC power converters change the voltage
of DC power to match the requirements for each component. The main types of
power converters used in standard server systems are boost converters, isolated buck
converters, single and multiphase buck converters, and linear regulators.

System AC/DC Power Supply

The first components in the node power delivery network, the boost converter and
the isolated buck converter, are integrated into the power supply. The basic schematic
for these converters are shown in Figure 4-6. It is important to understand the basic
functions of these converters to grasp the tradeoffs between efficiency and features.

400 VDG (v 12V0C
230 VAC z | ” -

Boost stage AEIF_E Isolated buck

stage

4

Figure 4-6. Example AC/DC power supply schematic

122



CHAPTER 4 © PLATFORM POWER MANAGEMENT

Note It is not a requirement that AC voltage be used as an input to a platform node
and power supply. Other input voltages such as 380 VDC and 240 VDC are being used
to help improve facility power distribution efficiency and availability. In these cases, the
AC to DC conversion stage is not required and can be removed from the power supply to
improve efficiency.

Both converters in the system AC/DC power supply are switching converters, which
means MOSFETs are used to chop the input voltage into a square wave, and then they are
filtered again to obtain a DC voltage. There is a PWM (pulse width modulation) controller
that controls the duty cycle to maintain the required output voltage.

PSUs and the Boost Stage

The boost converter in the power supply maintains a regulated voltage to the isolated
buck stage of the power supply. The boost’s main purpose is to wave-shape the input
current to provide power factor (PF) correction and lower current harmonic distortion
(ITHD), resulting in improved power efficiency. Good power supplies achieve PF > 0.99
and ITHD < 5%. Since a boost converter requires that the output voltage always be greater
than the input voltage, you typically see a boost output voltage of ~400 VDC

(>110% * 240 VAC *[2 = 373 Vpeak ).

Note Inputs other than 240 VAC are also possible. 277 VAC (one phase of a 480 VAC
system) is becoming more common since it can be used in more efficient facility power
delivery designs.

PSUs and the Isolated Buck Stage
The isolated buck stage of the PSU provides a few basic functions:

e  Aregulated output voltage (12 V in most server systems), which is
used by down-stream DC to DC converters as well as fans

e  Galvanic isolation (preventing current flow) between the AC input
to the DC output as required by safety agencies

e  Ride-through capability, which powers the system from its input
bulk capacitor during short (Y2 to 1 cycle) loss of the AC input

The AC ride-through capability is important to keep in mind because this requires
the isolated buck stage to maintain regulation on its output over a wider range of input as
the bulk capacitor discharges. This tends to make the design of this stage less optimized
for efficiency; however, it is required for reliability of the IT equipment.
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Redundant Power Supplies

Historically, many servers deployed redundant power supplies and redundant AC feeds
to the system in order to improve reliability. Both of these are supported by using multiple
power supplies in the system. A common design uses two power supplies. One PSU has
enough power to power the system (sometimes at a lower performance), and a second
power supply of the same wattage is used in parallel to provide redundancy in case either
one fails. This is referred to as a 1+1 design. The redundant power supplies normally share
the load of the system. Since each power supply has its own AC input, this also provides
1+1 redundant AC feeds to the system. With more power supplies in the system a 2+2 or
3+1 redundant configuration is sometimes used. This can scale up to N+N or N+1 number
of power supplies; where N power supplies are needed to power the system.

In recent years, certain classes of server deployments have focused on improved
software resiliency. This is particularly true of large cloud deployments. In such
situations, system failure is expected (at some low rate) and the software that executes
on the system is robust to handle occasional failures. Conceptually, a problem that used
to be solved with additional hardware (and procurement costs) is now being handled in
software. Redundant power supplies are not necessary in such designs.

Shared Power Supplies

A single power supply (or even redundant supplies) can be shared by multiple nodes in
some designs. A good example of such a design is with microservers. In such a design, the
output power of the CPU is routed to multiple sets of voltage regulators associated with
different nodes in the rack. In this case, the definition of a platform is somewhat blurred
since the PSU is now a shared resource. One drawback of this approach is the blast radius,
which refers to the number of nodes/components that are impacted if one fails.

PMBus

The power supply has become a key power measurement device in the IT equipment
and is used by the facility to see how much power the IT load is consuming. The accuracy
of these embedded sensors has improved to +/- 2% over a typical loading range of

the system by using special metering IC in the power supply and by using calibration
techniques on the manufacturing line. The power sensor in the power supply is used

by Intel Node Manager (see Chapter 5) in conjunction with the processor RAPL feature
(see Chapter 2) to control the system power. This allows the user to protect the facility
infrastructure by guaranteeing that the system does not exceed a predefined limit.

DC to DC Power Converters

Once the power has been converted from a high VAC down to ~12 VDC, a number

of additional DC to DC conversion steps are required so that each component in the
platform is supplied with the voltage (and current) that they require. There are a number
of different types of DC to DC converters that can be used in different situations.
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Single-Phase Buck Converters

For medium power loads, single-phase buck converters are used to convert power from
12 V to lower voltages in the system. These may range from < 1 A to 30 A outputs.

Figure 4-7 provides an example schematic for a single-phase buck converter. The
PWM controller converts the 12 VDC input to output voltage by switching the high-side
MOSFET to chop the 12 V input. Then a DC voltage is reconstituted with the LC filter
on the output. A low-side MOSFET is used to allow the inductor current to keep flowing
through the output filter. The industry has optimized special components in these
converters taking 12 V input to low-output voltages. The high-side MOSFETs are specially
designed to handle the high switching voltages with very low duty cycles, and the low-side
MOSFETs are optimized for the high duty cycles and high RMS currents demanded by
their special requirements in the converters.

¢ MM R

12VDC il 3.3VDC

p— _l _E =

Figure 4-7. Single-phase buck converter

Motherboard Multiphase Buck Converters

In a standard server system, more than half of the system power goes to power the
processors and memory. For mainstream motherboards, this power is supplied by
multiphase buck converters to achieve high performance and small form factors.
Requirements of these power converters drive their design to have very fast responses
to load changes required by the processors and DIMMs, to maintain a tight voltage
regulation on a low-voltage rail as silicon processes reduce their geometries, and to
have a small footprint to fit on dense motherboards. All of these requirements challenge
the efficiency of the motherboard VR designs. The use of multiphase buck converters
has become the method for achieving the best design to meet all of these growing
requirements and still maintain good efficiency.

Figure 4-8 shows a simplified schematic of the power stage for a multiphase buck
converter. This example shows a four-phase buck converter. PWM controllers are
available that have the flexibility to provide anywhere from two to six phases. Some can
provide multiple output voltages. These multiphase converters have shared input and
output capacitors. The PWM controller switches the phases similar to the single-phase
buck; however, the controller switches one phase at a time. Therefore, for a four-phase
buck converter, each phase is switched at 90 degrees from one another. This allows the
controller to meet the high load transient and high current demands of the processors and
DIMMs. The PWM controllers for these multiphase buck converters have added features
to shed phases at lighter loads to save power (with no cost to software performance) and
serial communication to communicate/manage these high power converters.
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Figure 4-8. Multiphase buck converter

SVID

VRs used to power the main CPU voltage rails and DDR memory frequently support SVID
(serial VID). SVID is a serial communication bus between the processor package and

the voltage regulator controllers that is used for two main purposes to help improve the
efficiency of the processor and manage power in the system:

e  Voltage set point: The processor uses SVID to set the optimum
voltage for the motherboard VR to power the processor. This can
be used to set the static voltage for a given type of processor for
certain rails. This can also be used to set the voltage to the cores in
the processor dynamically as the P-state changes (see Chapter 2).

e Power reporting: The processor uses SVID to read the power from
the VR on some systems. This way the processor can monitor how
much power it and the memory is consuming, enabling RAPL
(see Chapter 2).

One or more SVID busses can be used per CPU socket. They connect the CPU to all
of the SVID-controller regulators that supply power to that CPU (or memory connected to
that CPU). The SVID bus is a simple three-wire interface with a clock (the frequency can
change across different platforms), an alert (interrupt), and a data wire. Multiple SVID
busses may be required depending on the bandwidth demands of the bus for supporting
both of the primary usage models just defined.
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Motherboard Linear Regulators

Linear regulators convert a higher voltage to a lower voltage by dropping voltage across a
series FET (field-effect transistor) operated in its linear range. The output is controlled by
the FET’s gate voltage. Linear regulators are used sparingly since they are lower efficiency.
Their efficiency is determined by the ratio of output voltage to input voltage plus a small
quiescent power. Linear regulators can be a good design choice for very low power
supplies where losses are not significant in the big picture or when a very small voltage
drop is required.

Integrated Voltage Regulators

The Intel Haswell processor integrated the last voltage regulator stages into the processor
package with a new capability called Integrated Voltage Regulator (IVR). This added
power conversion stage brings with it advantages that outweigh the disadvantage of
adding another series power conversion stage.

e Max current reduction. Designing motherboard voltage regulators
with high maximum currents can be cost prohibitive. By
providing the die with a higher input voltage (and by using IVR
to step the voltage down for use by the circuits), the max current
provided to the die decreases.

e Higher input voltage to the processor resulting in smaller power
delivery losses in the platform. IVR allows a higher voltage to be
delivered to the processor package while still maintaining the
required lower voltages at the chips since the IVR power converter
controls the chip power. In Haswell, the package input voltage
is maintained at about 1.8V, about twice the voltage needed by
the circuits in the package. By running at twice the voltage, the
current required to provide a given level of power is cut in half.
Lower current results in less voltage loss between the VR and the
package (in the platform), improving the overall platform power
efficiency.

e Tighter voltage regulation resulting in lower voltage guardbands
and lower power operation. IVR brings with it tighter voltage
regulation at the chips since it is physically closer to the chips.
This means the voltage may be kept lower at the chips since less
margin for parasitic inductive drops needs to be allowed for—the
lower the voltage, the lower the power consumption of the silicon
(lower leakage and lower active power).

e IVR provides cost-effective voltage control of small subcomponents
within a die such as an individual core. This enables features like
per-core P-states (see Chapter 2). It also enables the voltage levels
to be optimized for each of these subcomponents.
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One drawback of IVR is that the power losses that existed in motherboard VRs are
moved into the IVR on the CPU die. Although this may result in a net power win for the
platform, it does increase the power on the CPU die, which can lead to challenges with
thermal density and cooling. When you compare similar SKUs on Haswell E5 (with IVR)
and Ivy Bridge E5 (without IVR), you will notice that the TDP power has increased on
Haswell. These changes were primarily driven by the increases in CPU power from the
IVR integration.

Power Management Integrated Circuit

The term Power Management Integrated Circuit (PMIC) is applied to integrated circuits
that have multiple power conversion controllers in one small package; they also may
contain integrated switches for supporting switching buck converters. The integration

of many converters into one package helps to reduce the size and has traditionally been
used in the small form factors of mobile devices like phones and tablets. PMICs are now
being applied in server computers to help keep the size small while still supporting the
many lower power rails on the motherboard. These PMIC may be used to power LAN,
PCH, and BMC devices on a standard server board or the memory and processor rails on
a microserver with a SoC package. The reason to use PMIC is not to reduce losses in the
system, but to reduce the size of the power converters.

Power Conversion Losses

Now that we have reviewed the various types of power converters and their applications,
this section will take a holistic look at power converters to understand what causes losses.
It will also explore system level design tradeoffs.

Some energy is always lost in transmission through wires because of the resistance
in those wires. There are losses due to the currents passing through resistances; these are
the condition losses and are proportional to the resistance and the square of the current
(power = current® x resistance). If we consider only these resistive losses, we would expect
the losses at very light loads (like those found when a system is at idle) to drop to very
low power; however, this is not the case. We need to consider two other types of losses
that occur in switching power converters; these have been commonly referred to as
proportional losses and fixed losses.

Proportional losses are losses in the power converter that increase linearly with the
output power of the converter (or output current, since power converters are voltage
regulators). These are elements like diodes that have a loss equal to the forward drop
of the diode times the current through the diode. The proportional losses of power
converters are not very interesting since this is not a dominant element at any load.

The fixed losses of the power converter are very significant at light loads. Fixed
losses in a power converter are caused by elements such as the switching of the MOSFET
parasitic capacitances, the switching of currents through the power components, and
the transformer core hysteresis losses in the power supply. These fixed losses are always
present whenever the power converter is working. Table 4-24 provides an overview of the
types of power delivery losses on a platform.
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Table 4-24. Types of Power Conversion Losses

Type Description

Conduction losses Power losses that are caused by current passing through
resistive elements.

Proportional losses ~ Power losses that are caused mainly by the forward drop of diodes.
These are the least significant of the three types of losses.

Fixed losses Power losses that do not change with the output load on
the converter.

Motherboard VRs

Each of the different types of motherboard VRs exhibits different power efficiency
profiles. The behavior and efficiency of different types of voltage regulators changes as
the load (current demand) of the regulator changes. This section will evaluate different
types of VRs by looking at their power losses both in terms of power (watts) as well as
their efficiency.

Note Voltage regulator efficiencies typically appear poor at low utilizations. However,
it is important to note that the actual power losses in these conditions are relatively small in
absolute terms compared to the losses at higher utilizations.

Single-Phase Buck Converter

Figures 4-9 and 4-10 show the loss curve and efficiency curve for a single-phase buck
converter that is capable of 30 A maximum output load and converts 12 Vinput to 1.7 V
output. A second order polynomial trend line of the losses versus the output current
closely fits the loss curve. These three coefficients represent the squared (0.052x?),
proportional (0.045x), and fixed (+ 1) losses of the single-phase buck converter where x
is the output current of the VR. The plot also shows these three loss elements separately
to see how they contribute across the output load. The fixed losses dominate at lighter
loads less than 10 A and the squared losses dominate at heavier loads of greater than
20 A. The effects of the fixed losses cause the efficiency to drop very quickly as load
decreases below 10 A, and the efficiency tails off at heavier loads due to the effects of
the squared losses.
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Figure 4-9. Example single-phase buck converter losses
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Figure 4-10. Example single-phase buck converter efficiency

Note VRs must be sized for the worst-case possible current demands of the loads they
power in order to avoid system failure. However, typical steady-state current demands, even
under heavy load, are common at much lower utilization levels. As a result, the efficiency
tail-off that is observed at higher utilizations is generally less significant to the overall power
delivery efficiency than the efficiency losses at low utilizations.
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Multiphase VR Losses

Multiphase VRs are typically used for heavier loads on the motherboard, like memory
DIMMs and processor cores. If we consider the same 12V to 1.7 V buck converter, but
expand it to three phases to support up to 90 A, we see a different loss curve compared to
the single-phase converter. Figure 4-11 shows the losses in the three-phase converter are
higher than the single-phase converter. This is due to the additional fixed losses from the
additional phases and added switching losses of the extra phases.
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Figure 4-11. Example multiphase VR power losses

Atloads greater than 20 A the three-phase converter starts to have lower losses.
The squared component (from conduction losses) is smaller with the multiphase VR
(0.0018 vs. 0.0052). This is because the current now has about a third of the resistance to
pass through.

Comparing the efficiency curves shows how the single-phase converter is better
at lighter loads and the three-phase converter is better at heavier loads. Note that this
example is provided without phase shedding (discussed momentarily), which can
improve the efficiency of multiphase VRs at low utilizations.

Phase Shedding

Figure 4-12 illustrates that a single-phase VR can provide better efficiency at low current
demands when compared to a multiphase VR that is capable of much higher max current.
Phase shedding is a feature on some multiphase VRs that is intended to provide the best of
both worlds: good, light load efficiency of a single-phase buck converter and the power/
efficiency advantages of the multiphase buck converter at heavier loads. In present
systems, the phase shedding has mostly been controlled by the processors; the phases are
shed when the processors know their power requirements are less than a single-phase
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capability. In newer PWM controllers, the controller automatically turns off the phases as
it senses the load dropping and turns on phases as loads increase. This is referred to as
auto-phase shedding. Auto-phase shedding can be far more efficient than CPU-managed
phase shedding, because the CPU is not always aware of the immediate current demands
and must request phases assuming some worst-case condition.
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Figure 4-12. Example multiphase VR efficiency

Diode Emulation and Burst Mode

Two other methods used to help reduce VR losses at very light loads are diode emulation
mode and burst mode. Diode emulation mode turns off the low-side FET switch and
instead uses the body diode in the FET, saving the switching losses in the low-side FET.
This is used only at very light current demands. Burst mode reduces losses by skipping
switching cycles to effectively reduce the switching frequency of the converter, helping to
further reduce switching losses, again at very light current demands.

Note In typical servers, the current demand does not drop low enough to take
advantage of diode emulation, even when the system is completely idle. As a result, this
feature is not as commonly supported. Phase shedding provides the bulk of the efficiency
improvements at low utilizations in server VR designs.
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System Power Supplies (AC/DC)

System power supplies have similar power losses and also can be accurately modeled

as a second order polynomial made up of squared losses, proportional losses, and fixed
losses. In most server systems, manufacturers offer multiple power supply wattage
ratings that can be used in the same system. This allows the users to optimize the cost

of the power supply for the configuration they plan to use in the system (e.g., processor
performance, memory size, storage size). The selection of the power supply wattage also
affects the power consumption of the system. Using a properly sized power supply in the
system can help reduce the system power. The use of redundant power supplies in the
system to improve availability also affects the efficiency of the system.

Figure 4-13 shows the losses in a 750 W power supply with the fixed, proportional,
and squared losses broken out. This is an 80-Plus platinum-level-efficient power supply.”
As with the motherboard VR, at low loads (less than ~30% of peak), the fixed losses
dominate and cause the efficiency to drop off. At moderate to high loads (greater than
~50% of peak), the squared losses dominate and cause the efficiency to drop off.
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Figure 4-13. Example 750 W PSU losses (230 VAC)

Note PSU losses increase with lower input voltages. The charts in Figure 4-14 are
measured with a 230 VAC input (high line). At lower input voltage, such as 120 VAC, the
efficiency is reduced by about 2%. This is due to the higher currents in the power factor
correction stage of the power supply.

>94% efficiency at 50% load based on requirements documented at www.80plus.com.
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Figure 4-14. Example 750 W PSU efficiency (230 VAC)
Right-Sizing Power Supplies

Next we will consider the tradeoffs in using power supplies with higher and lower power
ratings. Figure 4-15 shows the loss curves for four different power supplies: 460 W,

750 W, 1200 W, and 1600 W. These are all platinum efficient per 80 Plus.? The squared,
proportional, and fixed loss coefficients are also shown as a comparison. Two notable
conclusions can be drawn from this chart:

e  Power supplies with lower wattage ratings have lower fixed losses.

e  Power supplies with higher wattage have lower squared losses.
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Figure 4-15. Example PSU losses for different power ratings

880 Plus is a voluntary certification program for PSUs.
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Note Power supply selection can have an impact on the power consumption of a
system. Systems that run at low utilizations will experience the best power efficiency using
power supplies that are just large enough for the system. On the other hand, power can be
saved by selecting an oversized power supply if system utilization tends to be heavy.

The following two examples show how differently sized power supplies can
provide benefits to power efficiency depending on the typical load of the system. Larger
power supplies can be more power efficient in systems that, on average, run at higher
utilizations.

Example 1: A system load of 100 W on the output of the power
supply produces 7.7 W losses in the 460 W power supply,
whereas the 1200 W power supply produces 13.0 W

losses, a 5.3 W savings using the smaller power supply.

Example 2: A system load of 700 W on the output of the power
supply produces 55.2 W losses in the 750 W power supply
whereas the 1600 W power supply produces 43.4 W

losses, a 8.2 W savings with the larger power supply.

Closed Loop System Throttling (CLST)

When right-sizing your power supply to the system configuration and the workloads
you plan to run, you must consider the system reliability. If some abnormal condition
occurs on the system (like running a higher power workload) the system cannot shut
down due to an overload on the system power supply. Many systems running Intel
Node Manager and a PMBus power supply have a protection feature called Closed Loop
System Throttling (CLST). This feature will throttle the system power/performance if
the power supply senses an overload warning condition. This quick reduction in load
will protect the power supply from shutting down. Therefore, CLST provides protection
against unexpectedly higher system power consumption. This gives you the protections
needed to maintain good system reliability while using a lower power supply rating.
This throttling is very aggressive and can result in significant performance loss. As a result,
itis important that you budget sufficient headroom in the power supply selection to
compensate for increases in power demand that may occur over the life of the server
(software updates resulting in higher power draw, increased temperatures, etc).

Losses in Redundant Power Supplies

When considering redundant power supplies, remember that the system power
supplies will share the system load, which will change the overall power supply
losses in the system. Figure 4-16 shows an example of the power supply losses for

a 750 W in a non-redundant single PSU configuration along with a redundant 1+1
PSU configuration. The x-axis in the plot is the total load on all power supplies in the
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system. You can again see that for heavier loaded systems (> ~500 W, in this example),
the redundant 1+1 system with two power supplies in the system have lower losses

in the power supplies. And for lighter loads (< ~500 W) the redundant power supply
system has higher losses in the power supplies than the system powered by a single
power supply.
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Figure 4-16. Example PSU losses with redundant power supplies

Note System availability and reliability is generally a high priority for server customers.
The efficiency loss associated with redundant power supplies is generally an acceptable
cost, and many systems make use of redundant power supplies as a result.

The relative efficiency of redundant power supplies versus single power supplies is
dependent on the specifics of the power supplies in question, as shown in the following
two examples: one shows a more efficient single power supply, and the other lists a more
efficient redundant power supply.

Example 1: At aload of 200 W on the system, the single 750 W
losses are 14.0 W and the 1+1 power supply total losses are
21.1 W, a 7.1 W savings in losses for the system with a single
power supply.

Example 2: At aload of 650 W on the system, the single 750 W
losses are 49.3 W and the 1+1 power supply total losses

are 41.1 W, a 8.2 W savings in the losses for the system with
the 1+1 configuration.
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Power Supply Cold Redundancy

You can see by the preceding power supply redundancy loss examples that to achieve
the best power efficiency in all cases, it would be best to have something similar to what
was discussed for the motherboard VR phase-shedding feature. So, at lighter loads, the
system runs from one power supply (but still maintains redundancy), and at heavier
loads, the system runs from both power supplies in a load-sharing mode. This can be
achieved by a feature supported by many server systems today, which is sometimes
referred to as cold redundancy. In this case, one power supply is powered off into a
cold standby state automatically at lighter loads. The cold standby state still allows

the power supply to power on quickly if the active power supply fails. This maintains
the system power supply redundancy feature. Then, at heavier loads, the cold standby
power supply powers on automatically to share the load and maintain the lowest
possible losses in the power supplies.

Thermal Management

Typical servers in data centers consume a large amount of electricity, turning it into heat.
Extracting this heat from the data center consumes a non-trivial amount of overall data
center electricity. Over time, the efficiency of cooling has improved significantly, reducing
the overall contribution to power. However, it is still a major factor in energy consumption.

A server cooling system must ensure that each and every component meets its
specification. Most components have damage, functional, and reliability temperature
specifications as seen in Figure 4-17. A well-designed thermal management scheme must
ensure compliance to the specifications while also not over-cooling and wasting power.
In most cases it is impractical to design a system to handle every possible workload
under all possible combinations of extreme conditions, including fan failures, high-room
ambient temperatures, and altitude.
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Figure 4-17. Component temperature specifications and thermal management
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The functional limit is normally aligned with maximum system utilization whereas
the server is exposed to a worst-case corner of the allowable range of the environmental
class (temperature, altitude, humidity) for which the server has been designed. At lower
utilizations, the system is maintained at a lower temperature in order to reduce
component wearout that can occur if higher temperatures (at or near the functional limit)
are sustained for long periods of time.

A well-designed server will have thermal management to ensure compliance to
those specifications either directly through the cooling design implementation, or in
combination with the thermal management system. Component temperature is driven
by three factors in an air-cooled system defined in Table 4-25: system ambient, air
heating, and self heating. These are illustrated in Figure 4-18. Table 4-26 provides some
common terms used for heat transfer.

Table 4-25. Types of Heating

Type Description

System ambient’ Inlet temperature of the system
This includes any rack effects, which can increase the
temperature delivered to the platform node.

Air heating Increase in air temperature due to upstream heat sources in
the platform
This is affected by component placement, upstream component
power dissipation, air movers, and local air delivery.

Self heating Increase in component temperature above local ambient due to
the heat dissipated on the device of interest

This is driven by component packaging, power dissipation, and
thermal solution (e.g., heat sink).

*Defined in the ASHRAE (American Society of Heating, Refrigeration, and Air-conditioning
Engineers) Thermal Guidelines for Data Processing Environments.
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Self Heating

System Ambient

Figure 4-18. Local ambient, air heating, and self-heating of second socket

Table 4-26. Common Heat Transfer Terms

Type Description

Conduction The heat transfer at the molecular level between adjacent particles.
Heat from a die is conducted through the surrounding packaging until
itis delivered to a heat transfer surface (like a heat sink).

Convection The heat transfer through random molecular motion and bulk
movement of a fluid (or air). Airflow in a server is an example of
convection.

Radiation The heat transfer through electromagnetic waves; generally negligible

in server heat transfer due to the dominance of forced convection.

Most server processor dies are connected to a substrate made of FR4 (a glass-reinforced
epoxy laminate) enabling simple integration using a socket that enables removal and
replacement of the processor. To facilitate heat sink attachment, an integrated heat
spreader is attached on top of the package. Component heat is transferred by conduction
to the heat spreader and removed by forced convection.

When a heat sink is used on a component, a thermal interface material (TIM) is
required to fill the air gaps between the component and the heat sink. The TIM has much
higher thermal conductivity than air.

Figure 4-19 shows the typical packaging of a processor with an integrated heat sink
(IHS). The IHS serves to protect the die, spread the heat, and provide a mounting surface
for a heat sink. Heat is primarily conducted through the first TIM (TIM 1) to the IHS and
out through the second TIM (TIM 2) to the heat sink. Thermal paste between the CPU
package and the heat sink is an example of a TIM 2. Most servers use forced convection
created by a fan to provide higher local velocities, thereby enhancing the convective heat
transfer out of the heat sink.

139



CHAPTER 4 © PLATFORM POWER MANAGEMENT

TIM 2 T, (Local Ambient)

TIM 1

SRR

T (Sink)
—
T, (Case/IHS)
— 1"j (Junction)

SN SRR

Case/IHS

Die
Figure 4-19. CPU packaging thermal terminology

When designing an air-cooled system, the thermal engineer must consider a number
of factors contributing to the component temperature. Through a careful understanding
of the critical components, their specifications, and placement requirements, the thermal
engineer can optimize layouts to maintain the lowest cost, highest efficiency, and highest
performance solution. So-called shadowing of components results in significantly
increased cooling difficulty and the lowest cooling capability. Shadowing implies that
the air heating in the following component temperature equation will be relatively high,
resulting in costly thermal solutions and high fan power.

Components with high power density (power/area) require thermal enhancement,
such as a heat sink or heat spreader. Either of these devices spreads the heat to a larger
surface area enabling significantly improved convective heat transfer.

The following equation describes how power, air heating, and ambient temperatures
impact the temperature that is exposed to the package. The actual silicon die (and
transistors) are exposed to even higher temperatures than the T-case.

T. =¥, x Power + System Pre-heating + External Ambient
where

e  T_(T-case)is the case temperature of the component.

e ¥, (psi-CA)is the thermal characteristic of the heat sink as
measured from case (C) to ambient (A) and in units of °C/W. The
lower the ¥, the better the thermal performance of the cooling
solution, since the component (case) temperature will be closer to
the ambient temperature at a given power consumption.

e  Power is the power dissipated (consumed) by the component.

Component and heat sink convective thermal performance is proportional to the
inverse of airflow, as shown in the example characteristics shown in Figure 4-20. This
means that the cooling efficiency (¥ ,,) improves significantly with airflow up until a
point (somewhere between 10 and 15 CFM in the illustration). After that point, significant
increases in airflow (at high power cost) will only provide small benefits to the actual
cooling. Fan power is proportional to the cube of airflow (and fan speed). Operating in
the conduction-dominated region of a heat sink can significantly increase the power
consumption (and inefficiency) of a system.
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Figure 4-20. Example heat sink performance

Note Cooling efficiency is non-linear with airflow. Significant increases in fan speed
(and fan power) may only yield slight improvements in cooling once a heat sink has reached
its maximum capabilities.

System Considerations

The platform design team must carefully consider the components, configurations,
usage models, environmental conditions, and the system-, rack-, and room-level airflow
protocols to achieve an optimal cooling solution. These design considerations must be
evaluated against the cost, performance, and energy objectives of the solution.

Note Running a system at higher temperatures will increase the leakage power of the
CPU (and other devices in the platform). However, the power savings from running with
reduced cooling typically far exceed the increases in device leakage power.

Component selection and placement detail will drive the design and consequently
are the most critical elements to consider during the design phase. One example is the
selection of memory technology to be supported. An entry-level server designed to
support the highest capacity and frequency memory could burden the system design with
expensive fans that are never needed by most customers. All components must be similarly
considered including the power range under which the components must function.
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Note Increased CPU leakage power from higher temperatures can reduce turbo
performance. However, the performance returns from over-cooling a platform are generally
not large and can be cost prohibitive. Reducing the temperature by 20°C may only increase
performance by a few percent (if at all).

In many platform designs, component placement is primarily driven by electrical
routing considerations. Lengths between key components must be minimized to ensure
signal integrity and meet timing requirements. Placement for thermal considerations
matters but is not the foremost driver during the board layout process. The thermal
engineer must provide the guidance to the board design team to enable solutions that
have a reasonable chance for success while not necessarily being thermally optimal.
Examples of systems that vary in cooling difficulty are shown in Figure 4-21, where the
system on the left has thermally shadowed memory and processors whereas the system
on the right does not. Thermally shadowed refers to a component being downstream
from another component in the airflow. In such a design, the shadowed components are
exposed to higher temperatures.

Processor

Memory

Figure 4-21. Example board layouts

Thermal shadowing is commonly used in dense multi-socket platform designs.
Because the first processor heats the air before it gets to the second processor, the
ambient temperature of the second processor is higher. The cooling solution must
compensate for this increase in ambient temperature. This frequently results in more
expensive heat sinks and higher fan speeds, which increases both procurement costs and
power consumption. The thermal requirements of higher densities come at a power/
performance efficiency cost.
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Note Components that are in the thermal shadow of other high-power components
frequently operate at higher temperatures and therefore consume more leakage power.
With CPUs, this increase in power can result in different levels of turbo being achieved if
equal power is allocated across the two sockets.

The design engineer must thoroughly understand the expected airflow paths and
optimize the airflow delivery accordingly to maximize energy efficiency of the thermal
subsystem. Selection and usage of the air moving devices must be matched and designed
to the server design. Tradeoffs between air movers and heat sink design must be
performed to find the optimal design points for both. The cooling performance, power
consumption, acoustic signature, fan reliability, and redundancy features are important
characteristics that factor into the overall solution.

Component Thermal Management Features

Power management features are used to perform power-performance limiting that
enables a component to stay within temperature limits. Sensors create the data necessary
to trigger power management. Processors, memory, and some chipset components
contain sophisticated thermal management capability and are discussed in the following
sections.

Processors

Processors have three high-level temperature points as shown in Table 4-27. These
temperature values vary across different products, and the values shown provide an
example of typical values.
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Table 4-27. Notable Processor Temperature Levels

Level Description Typical Temperature

TCONTROL Above this temperature, fans ~5°C-10°C below prochot
should be running at full speed
in order to ensure the long-term
reliability of the processor.

Between TCONTROL and
PROCHUOT, the fans will all be
running at full speed. These
conditions typically occur
when the processor is running
at full utilization and ambient
temperature is high.

PROCHOT (DTSMAX)  Max temperature at which ~80°C-100°C
the processor functionality
is guaranteed. Autonomous
thermal management
algorithms inside the processor
(see Chapter 2) will work to
ensure that this level is not
exceeded.

Between PROCHOT and
THERMTRIP, processor
functionality is not guaranteed.
Data corruption (silent or
detected) or system hang may
occur.

THERMTRIP Catastrophic shutdown ~125°C
temperature. Above this
temperature, irreversible
physical damage may occur to
the processor. This is protected
by a combination of the
processor and the platform.

Memory

Similar to processors, power management features are used to manage potential
excursions above unsupportable temperature limits on DIMMs. Because the memory
controller is now contained in the processor, the processor determines the memory’s
thermal state and activates power management features. Thermal sensors on the DIMMs
are accessed by the processor, and memory traffic regulation can be activated as needed.
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The data retention time of DRAM devices used on DIMMs is temperature dependent.
Increasing the memory refresh rate allows operation at higher temperatures. Operation at
that higher temperature is called extended temperature range (ETR) and is supported by
most volume DRAM manufacturers. By enabling higher temperature operation, one can
reduce cooling costs of the platform. This does come at a small cost of DIMM power from
the extra refreshes and some small performance loss, but the resulting fan power savings
implies higher power efficiency at the platform level. As memory temperatures increase
beyond the ETR threshold, memory thermal throttling features in the CPU will engage.
See Chapter 3 for more details.

Platform Thermal Management

Thermal control enables optimization of system performance as a function of usage,
configuration, cooling capability, and environment. Underlying this optimization is

the parallel use of fan speed control and power management to meet the customer’s
requirements. Some customers may desire maximum performance and may not want to
be concerned with cooling costs, while others may be willing to trade off a small amount
of performance under certain circumstances in order to achieve better power efficiency
(and lower cooling costs).

Components and their specifications are the primary drivers in a server’s thermal
design (e.g., heat sink, fan selection, and airflow management). The thermal engineer can
create a superior thermal design, but without a thermal management system to provide
real-time optimization, that design may be acoustically unacceptable or highly inefficient.
True superiority quite often lies in the thermal management scheme and its capability for
delivering precisely the performance needed and meeting the component specifications
while consuming the lowest amount of power.

Platform thermal management enables optimization in four areas:

e  Operation within component thermal limits
e  Maximization of performance

e  Minimization of acoustic output

e  Minimization of wall power consumption

All server components are designed to handle thousands of thermal cycles due to the
natural temperature variation that occurs as a result of workload demands. Servers can
go from idle to high usage many times a day and must be capable of years of operation
under this type of variation, resulting in wide temperature extremes on the components.
The thermal management (TM) system manages component temperatures,
performance, power consumption, and acoustics using two primary mechanisms:

e  Fan speed control (cooling delivery)

e Component power-limiting features (e.g., P-states and
memory throttling)

With some servers the initial setup during boot time enables the end user to
configure the system to preferentially favor acoustics, power efficiency, or performance.
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Thermal Control Inputs—Sensors

Sensors provide the inputs to the control scheme. Table 4-28 provides an overview of
some types of sensors used for platform thermal management.

Table 4-28. Types of Sensors Used for Thermal Management

Sensor Type Description

Direct temperature On-component sensor(s) found on processors, memory,
hard disk drives (HDDs), chipset, GPGPU, etc.

Indirect temperature Off-component, discrete sensor used to directly measure air

Power or activity

Fan speed

Fan presence

or board temperature. This information can be correlated to
components without sensors.

Power can be used to estimate the temperature of different
components of a platform (in conjunction with platform
characterization and other temperature sensors). It can also
be used by algorithms to optimize the overall platform power.

Used for ensuring that a fan is operating within design
parameters.

Used for detecting whether a fan is populated
(e.g., redundant configuration).

Different components in the platform use different types of sensors for monitoring
temperature (see Table 4-29).
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Table 4-29. Platform Component Sensor Types

Component

Sensor Description

Processor

Memory

Chipset (and other silicon devices)

Hard drives

Voltage regulators

PCle cards

Power supplies

A server processor has many thermal sensors but
only exposes the max temperature to the platform
thermal management. Multiple sensors are
strategically placed to enable the processor’s own
power management features to engage as necessary
to ensure that silicon temperature does not exceed
the point to which the processor was qualified

and tested, but also to eliminate inaccuracy in
determining actual die hot spot temperature.

Most server DIMMs have an on-PCB (printed
circuit board), discrete thermal sensor. Thermal
sensor temperature is highly correlated with DRAM
temperature, thereby enabling a single sensor to
cover all components on the DIMM. Some DIMMs
have a buffer, which may also have a separately
accessible thermal sensor.

Many silicon devices have an accessible sensor
for use in TM. Some limited thermal management
may be available locally on these devices, but
they are used primarily for fan speed control and
catastrophic protection.

Hard drives contain thermal sensors that are
accessible through a drive or RAID (redundant
array of inexpensive drives) controller.

Nearly all high-powered voltage regulators have a
local thermal sensor to protect the components in
the VR region. Historically this has been primarily
for high-temperature protection.

In some cases the PCle card supports sensor
capability, which is available to the server for
thermal management. However, this is not common
and, as a result, cooling must be sized to handle any
possible card that can be installed. Indirect sensors
are sometimes used to infer PCle temperatures.

Most power supplies have their own cooling
(internal fans) and manage their cooling without
system intervention.
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Figure 4-22 provides an example of how thermal sensors are distributed across
a platform.
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Figure 4-22. Example platform thermal sensor layout

Voltage Regulators

Voltage regulators (VRs) can be made of multiple discrete components on a board, and

a thermal sensor is generally placed near the component that is expected to exhibit the
highest temperature. In the past, the sensor primarily provided functional protection with
little available usage for fan speed control. More fine-grained TM implementations have
the capability for using the VR sensors in fan speed control algorithms. VRs can support
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e  OTP (over-temperature protection), which results in an
immediate shutdown

e Prochot, which is a connection to platform Prochot to cause the
CPU to engage in heavy throttling when the VR is hot

e  VRHOT, which is an alert on SVID to tell the CPU to throttle

Power Supplies

Power supplies have their own thermal sensors and fans that are used for autonomous
thermal management. They have temperature protection mechanisms that can shut
down the system when a catastrophic condition is detected. The power supply’s fans can
supplement the server’s cooling in certain conditions. As a result, the platform TM system
can sometimes override the power supply fan control in order to drive higher fan speed
as necessary to cool system components.

Fan Speed Control and Design

Optimizing the speed of fans in a system can result in significant improvements in power
efficiency. Simply running the fans at max speed is an easy way to ensure that the system
operates within its specifications and provides the maximum performance, but this
comes at a significant energy cost.

System designers have proprietary fan speed control algorithms that run in their
BMCs; these attempt to minimize fan speeds while staying within the component
specifications. Multiple algorithms can be used simultaneously with the final fan speed to
be determined by comparingthe results of these algorithms.

Multiple (i.e., tens of) sensors are used in the algorithm with the required fan speeds
set based on the components with the least margin to their specifications. The algorithm
must ensure that unacceptable fan oscillations do not occur, even at low fan speeds.
These could be just as annoying to a customer as a continuous loud noise.

Note It is possible for a system to transition from low-power consumption and
corresponding low fan speeds to a very high-power workload in microseconds. Although the
CPU die does not heat up instantaneously due to the higher power utilization, it may heat up
faster than the fan speed control subsystem can increase the fan speeds, resulting in a short
period of CPU thermal throttling. Fan speed control algorithms that are heavily optimized for
energy efficiency can be more exposed to this type of behavior.

Fan or cooling zones are often used to precisely adjust 